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Abstract -As electronic health records are continuously increasing, we add clinical documentation as well as laboratory 

values and demographics into risk prediction modeling. Data Mining in Healthcare has become a present trend for 

obtaining accurate results of medical diagnosis. Pediatric Chronic Kidney Disease (CKD) has become an international 

fitness problem and is a place of concern, it is a situation where kidneys turn out to be damaged and cannot filter toxic 

wastes within the frame. By using Data Mining Techniques, researchers have the scope to predict the Chronic Kidney 

Disease at early stage. By keeping this in mind, in our project we plan to develop a prediction model for Chronic 

Kidney Disease (CKD) progression for children based on the clinical data. We perform feature selection to determine 

the most relevant attributes for detecting CKD and rank them according to their predictability. When the number of 

classes are large, and the biases are increased, the Gini-based decision tree method is modified to overcome the known 

problems, by normalizing the Gini indexes, Instead of using the Gini index for attribute selection, ratios of Gini indexes 

are used and their splitting values in order to reduce the biases. 
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I. INTRODUCTION 

Recent advancements in healthcare are helpful for the 

specialists for making suitable selections and improving the 

quality of living of the diseased person. Patients with 

comparable health problems may be grouped collectively 

and effective remedy plans can be recommended based 

totally on patient’s records, bodily examination, prognosis 

and former remedy styles. Data Healthcare in Healthcare 

using Data Mining techniques is mainly useful in medical 

discipline where no availability is there for the proof of 

favoring a selected treatment alternative is located. A Huge 

volume of complicated information is created constituting 

patients data, disease record, hospitals bills, medical 

equipment’s, insurance claims, and treatment price and so 

on. That requires evaluation and processing for extracting 

useful knowledge from this data. Data mining constitutes of 

several methodologies and algorithms which is performed 

on this processed information. With the advancement 

achieved in machine learning, the incorporation of machine 

learning in data mining can result in accurate prediction 

model with accurate results. 

The field of clinical disease risk prediction and progression 

is well developed, with hundreds of models published 

across many diseases. Given their history predating 

electronic health records (EHRs), these models have largely 

been developed with data easily accessible to clinicians. 

Likewise, current progression risk models for chronic 

kidney disease (CKD) largely rely on commonly obtained 

laboratory or vital sign data. CKD affects a large portion of 

the population is associated with significant morbidity and 

mortality and is a high-risk clinical condition with frequent 

adverse events. Despite this, patients with kidney disease 

frequently go unrecognized, and their care is often 

suboptimal. Early identification and more accurate 

prognostication of these patients using better risk prediction 

models may improve outcomes by facilitating timelier 

initiation of appropriate therapies, monitoring, and specialty 

referral. 

II. LITERATURE SURVEY 

A. Support vector machine-based classification 

The SVM has considered as a machine learning algorithm 

for the classification of two-class problems. The training of 

support vector machines with the positive and negative 

types of data is known as one-against-all or one-against-rest. 

The two-class type SVM is combined for creating a multi-

class support vector machine. The classification by this 

algorithm is represented as in the equation. 

 

B. K-Nearest Neighbor based classification  

The K- Nearest neighbor is the straight forward classifier 

with greater accuracy. The classification in this algorithm 

depends upon the similarity measure. The continuity of 
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attributes is very much important in this process. The 

progression stages in the nearest neighbor algorithm are 

shown. 

 

C.  Decision tree-based classification  

This technique is a branching methodology which provides 

the outputs which are possibly related to the decision. For 

the generation of proper decision tree approach uses greedy 

search. Below figure represents the classification of CKD 

by this technique. 

 

III. ARCHITECTURE 

The clinical data consist of patient’s records which are has 

been considered for the analysis and that dataset is taken 

from hospitals. The dataset contains certain attributes. 

Numerical and Nominal values of attributes are considered. 

Some of the attributes of Chronic Kidney Disease are age, 

blood pressure, blood glucose level, etc. we analyze and 

predict the Chronic Kidney Disease and its severity using 

Chronic Kidney Disease dataset and Data Mining 

techniques like Classification and Clustering,   

 

Clustering algorithm using decision tree classifier is used 

where the dataset is fed as input and the corresponding 

output is fed as input to the prediction algorithm based on 

gini-Index of scikit machine learning. The clustered output 

is analyzed by the Classification algorithms and respective 

results are obtained. Considering all the results obtained, the 

accuracy is checked to analyze which algorithm is best 

suitable for prediction of CKD. 

IV. FEATURE ENHANCEMENT AND 

APPLICATIONS 

Decision Tree Using Gini index:     

Gini index builds decision trees from a set of training data 

in the same way as id3, using the concept of information 

entropy. The training data is a set s = s1,s2,... of already 

classified samples. Each sample si = x1,x2,... is a vector 

where x1,x2,... represent attributes or features of the 

sample. The training data is augmented with a vector c = 

c1,c2,... where c1,c2,... represent the class that each sample 

belongs to. Gini index uses the fact that each attribute of the 

data can be used to make a decision that splits the data into 

smaller subsets.   

Gini index examines the normalized information gain 

(difference in entropy) that results from choosing an 

attribute for splitting the data. The attribute with the highest 

normalized information gain is the one used to make the 

decision. The algorithm then recurs on the smaller sub lists. 

This algorithm has a few base cases, the most common base 

case is when all the samples in your list belong to the same 

class. Once this happens, you simply create a leaf node for 

your decision tree telling you to choose that class.   

It might also happen that none of the features give you any 

information gain, in this case gini index creates a decision 

node higher up the tree using the expected value of the 

class. it also might happen that you've never seen any 

instances of a class; again, gini index creates a decision 

node higher up the tree using expected value. 

Attribute Selection  

Consider a N labeled class pattern partitioned into sets of 

patterns belonging to classes Ci, i=1,2,3,..l. The population 

in class Ci is in each pattern has n features and each feature 

can take two or more values.      

For each attribute the Entropy is calculated using the 

formula:  

 
Measuring Entropy: 

Entropy of class C of set of examples S is 
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Entropy can be used to measure gain in information about 

class by branching on attribute a – compute reduction in 

entropy of class c caused by knowing a value. 

Information Gain  

 

This measures the information between A and C: the 

amount of information we learn about C by knowing the 

value of A. 

In traditional Gini index classification, the Gini index 

measure is used as a heuristic for selecting the attribute that 

will best partition the training tuples into individual classes. 

The selected attribute is then used as the testing one at the 

node of the tree. Let D be a database consisting of |D| = d 

data tuples. Assume that the class label attribute has n 

distinct values representing n different classes C1,C2 . . .Cn. 

gini(D) is defined as  

 

For an attribute A with m distinct values, the database D is 

partitioned into m subsets D1,D2 . . .Dm. The Gini index of 

D with respect to the attribute A is defined as 

 
The reduction in impurity of D with respect to the attribute 

A is defined as 

   
In traditional Gini-based classification, the attribute 

provides the largest reduction in impurity is chosen to split 

the node. However, it is well known that the method biases 

multivalued attributes. In addition to having difficulty when 

the number of classes is large, the method also tends to 

favour tests that result in equal sized partitions and purity in 

all partitions.  

To overcome these known problems, we normalize the Gini 

indexes by taking into account information about the 

splitting status of subsets D1,D2 . . .Dm. The splitting status 

of D with respect to the attribute A is calculated as  

 
The Gini ratio of D with respect to the attribute A is defined 

as 

 

V. RESULT 

A. Figures and Tables 

 

B. Evaluation 

 

VI. CONCLUSION 

The chronic kidney disease can be very well predicted 

using many classifiers in Data Mining. One can also predict 

the level of chronic kidney disease using classifiers. As per 

the observation of different experiments there are some 

classifiers which gave highest accuracy are Gini Index, 

entropy, decision tree classifier.  
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