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Abstract With data and information accumulating in abundance, there is a crucial need for high security. Face 

recognition has been a fast growing, challenging and interesting area in real time applications. A large number of 

recognition algorithms have been developed in last decades. In this paper an attempt is made to review a wide range of 

methods used for face recognition comprehensively. This include PCA, LDA, ICA, SVM, Gabor wavelet soft computing 

tool like ANN for recognition and various hybrid combination of this techniques. This review investigates all these 

methods with parameters that challenges face recognition like illumination, pose variations, facial expressions. 

Keywords – Face recognition, Principal Component Analysis (PCA),  Linear Discriminant Analysis (LDA), Face 

Recognition, Independent Component Analysis (ICA),  Artificial Neural Networks (ANN). 

 

I. INTRODUCTION
1
 

Face Recognition becomes one of the most biometrics 

authentication techniques from the past few years. Face 

recognition is an interesting and successful application of 

Pattern recognition and Image analysis. 

 

Face recognition system has two main tasks: verification 

and identification. Face verification means a 1:1 match that 

compares a face images against a template face images 

whose identity being claimed. Face identification means a 

1:N problem that compares a query face image against all 

image templates in a face database. Machine recognition of 

faces is gradually becoming very important due to its wide 

range of commercial and law enforcement applications, 

which include forensic identification, access control, border 

surveillance and human interactions and availability of low 

cost recording devices. Various biometric features can be 

used for the purpose of human recognition like fingerprint, 

palm print, hand geometry, iris, face, speech, gaits, 

signature etc. The problem with finger print, iris palm print, 

speech, gaits are they need active co-operation of person 

while face recognition is a process does not require active 

co-operation of a person so without instructing the person 

can recognize the person. So face recognition is much more 

advantageous compared to the other biometrics. Face 

 
 

recognition has a high identification or recognition rate of 

greater than 90% for huge face databases with well-

controlled pose and illumination conditions. 

II. LITERATURE SURVEY 

In [1], author presents a number of typical algorithms being 

categorized into appearance based & model-based schemes. 

For appearance-based methods, three linear subspace 

analysis schemes are presented, and several non-linear 

manifold analysis approaches for face recognition are 

briefly described. The model-based approaches are 

introduced, including Elastic Bunch Graph matching, 

Active appearance model and 3D Morphable Model 

Methods. 

In [2], author presents the feasibility of these algorithms for 

human face identification is presented through experimental 

investigation. It provides user authentication via facial 

features. These proposed system of face recognition may be 

applied in identification systems, document control and 

access control. 

In [3], author presents a template matching approach to 

address the pose problem in face verification, which neither 

synthesizes the face image, nor builds a model of the face 

image. Template matching is performed using edginess 

based representation of face images. The edginess based 
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representation of face images is computed using one-

dimensional (1-D) processing of images. It verifies the 

identity of a person using score obtained from template 

matching. 

In [4], author presents a review of face recognition new 

algorithm has to evolve using hybrid methods of soft 

computing tools such as ANN, SVM, etc. may yields better 

performance. Attempt is made to review a wide range of 

methods used for face recognition comprehensively. This 

include PCA, LDA, ICA, Gabor wavelet soft computing 

tool like ANN for recognition and various hybrid 

combination of this techniques. This review investigates all 

these methods with parameters that challenges face 

recognition like illumination, pose variation, facial 

expressions. 

In [5], author represents an overview of face recognition & 

discuss the methodology and its functioning. Thereafter we 

represent the most recent face recognition techniques listing 

their advantages and disadvantages. Some techniques 

specified here also improve the efficiency of face 

recognition under various illumination and expression 

condition of face images. 

III. BASIC OF FACE RECOGNITION 

The block diagram of a typical face recognition system can 

be shown with the help of Figure. The face detection and 

face extraction are carried out simultaneously. The complete 

process of face recognition can be shown in the Figure1.  

 

Fig.1.- Block Dig. of a Face Recognition 

The first step in face recognition system is to detect the face 

in an image. The main objective of face detection is to find 

whether there are any faces in the image or not. If the face is 

present, then it returns the location of the image and extent 

of the each face. Pre-processing is done to remove the noise 

and reliance on the precise registration. There are various 

factors that makes the face detection is a challenging task. 

Pose presence or absence of structural components, Facial 

expression, Occlusion, Image orientation. The facial feature 

detection is the process to detect the presence and location 

of features, like nose, eyebrow, eyes, lip, nostrils, mouth, 

ears, etc. this is done with the assumptions that there is only 

a single face in an image. In the face recognition process the 

input image is compared with the database. The input image 

is also called as probe and the database is called as gallery. 

Then it gives a match report and then the classification is 

done to identify the sub-population to which new 

observations belong. There are basically three approaches 

for face recognition: 

A. Feature base approach 

In feature based approach the local features like nose, eyes 

are segmented and it can be used as input data in face 

detection to easier the task of face recognition.  

B. Holistic approach 

In holistic approach the whole face taken as the input in the 

face detection system to perform face recognition.  

C. Hybrid approach 

Hybrid approach is combination of feature based and 

holistic approach. In this approach both local and whole 

face is used as the input to face detection system. 

IV. DIFFERENT TECHNIQUES FOR FACE 

RECOGNITION 

A. Principal Component Analysis (PCA):- 

Derived from Karhunen Loeve’s transformation. Given an s 

dimensional vector representation of each face in a training 

set of images, Principal Component Analysis (PCA) tends 

to find a t dimensional subspace whose basis vectors 

correspond to the maximum variance direction in the 

original image space. This new subspace is normally lower 

dimensional (t<<s). If the image elements are considered as 

random variables, the PCA basis vectors are defined as 

eigenvectors of the scatter matrix.[6][7][8][9][10]. 

The Eigenface algorithm uses PCA for dimensionality 

reduction to find the vectors which best account for the 

distribution of face images within the entire image space. 

These vectors define the subspace of face images and the 

subspace is called face space. All faces in the training set 

are projected onto the face space to find a set of weights 

that describes the contribution of each vector in the face 

space. To identify a test image, it requires the projection of 

the test image onto the face space to obtain the 

corresponding set of weights. By comparing the weights of 

the test image with the set of weights of the faces in the 

training set, the face in the test image can be identified. The 

key procedure in PCA is based on Karhumen Loeve 
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transformation. If the image elements are considered to be 

random variables, the image may be seen as a sample of a 

stochastic process. The PCA basis vectors are defined as the 

eigenvectors of the scatter matrix ST, 

 

B. Independent Component Analysis (ICA):- 

Independent Component Analysis (ICA) is similar to PCA 

except that the distributions of the components are designed 

to be non Gaussian. ICA minimizes both second order and 

higher order dependencies in the input data and attempts to 

find the basis along which the data (when projected onto 

them) are statistically independent. Bartlett et al. provided 

two architectures of ICA for face recognition task: 

• Architecture I statistically independent basis images,  

• Architecture II factorial code representation.  

C. Linear Discriminant Analysis (LDA):- 

Both PCA and ICA construct the face space without using 

the face class (category) information. The whole face 

training data is taken as a whole. In LDA the goal is to find 

an efficient or interesting way to represent the face vector 

space. But exploiting the class information can be helpful to 

the identification tasks. 

Linear Discriminant Analysis (LDA) finds the vectors in the 

underlying space that best discriminate among classes. For 

all samples of all classes the between class scatter matrix 

SB and the within class scatter matrix SW are defined. The 

goal is to maximize SB while minimizing SW, in other 

words, maximize the ratio det|SB|/det|SW|. This ratio is 

maximized when the column vectors of the projection 

matrix are the eigenvectors of (SW^1 × SB). 

D. Support Vector Machine (SVM):- 

Given a set of points belonging to two classes, a Support 

Vector Machine (SVM) finds the hyper plane that separates 

the largest possible fraction of points of the same class on 

the same side, while maximizing the distance from either 

class to the hyper plane. PCA is first used to extract features 

of face images and then discrimination functions between 

each pair of images are learned by SVMs. 

 

E. Artificial Neural Network (ANN):- 

Multi-Layer Perceptron (MLP) with a feed forward learning 

algorithms was chosen for the proposed system because of 

its simplicity and its capability in supervised pattern 

matching. It has been successfully applied to many pattern 

classification problems [11]. A new approach to face 

detection with Gabor wavelets & feed forward neural 

network was presented in [12]. The method used Gabor 

wavelet transform and feed forward neural network for both 

finding feature points and extracting feature vectors. The 

experimental results, have shown that proposed method 

achieves better results compared to the graph matching and 

eigenfaces methods, which are known to be the most 

successful algorithms. A new class of convolutional neural 

network was proposed in [13] where the processing cells are 

shunting inhibitory neurons. Previously shunting inhibitory 

neurons have been used in a conventional feed forward 

architecture for classification and non-linear regression and 

were shown to be more powerful than MLPs [14] [15] i.e. 

they can approximate complex decision surfaces much more 

readily than MLPs. A hybrid neural network solution was 

presented in [16] which combines local image sampling, a 

self-organizing map neural network, and a convolutional 

neural network.  

V. CONCLUSION 

This paper has attempted to review a significant number of 

papers to cover the recent development in the field of face 

recognition. Present study reveals that for enhanced face 

recognition new algorithm has to evolve using hybrid 

methods of soft computing tools such as ANN, SVM, SOM 

may yields better performance. You can use any of them as 

per your requirement and application. You can also work 

over to improve the efficiency of discussed algorithms and 

improve the performance. The list of references to provide 

more detailed understanding of the approaches described is 

enlisted.  
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