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Abstract— Sentiment Analysis (SA) also called opinion mining is the recent trend now a days. Sentiment analysis is the 

method of finding the opinion or sentiment of particular sentence. Sentiment analysis categorizes the sentiment of review 

to positive, negative or neutral. Because of large size of emerging data, the sentiment analysis of review will come under 

big data. Data mining is the process of extracting useful information from large data warehouse. SA also comes under 

data mining also with Natural Language Processing. Various methods are available to find the sentiments. In this paper 

we used machine learning based sentiment analysis by using laptop review from amazon.com. Under Linux system we 

installed hadoop on top it and performed mapreduce programming model using Naïve Bayesian classification algorithm 

which is based on probability. 

Index Terms— Sentiment analysis, hadoop, mapreduce, HDFS. 

I. INTRODUCTION 

Sentiment analysis is categorizing the sentiment to positive, 

negative or neutral. Because of large size of emerging data, 

the sentiment analysis of review will come under big data. 

In order to handle this bigdata, hadoop frame which is 

capable of handling data in a distributed computing manner 

can be used. Hadoop frame work has two major layers, they 

are computational layer called Mapreduce and storage layer 

called HDFS.  

Hadoop Distributed File System (HDFS), in hadoop frame 

to stores large datasets and stream these data at large 

bandwidth according to the user application. The hadoop 

system is using distributed computing so that large data can 

be processed parallely. Mapreduce affords a brand new 

technique of reading statistics which is complementary to 

the talents provided by SQL. The system based totally on 

Mapreduce that may be scaled up from single servers to 

hundreds of excessive and occasional cease machines. 

Mapreduce programming model contain Mapper function 

and reduce function. Map function takes the input as <key, 

value> pair and output <key‟ ,value‟> as intermediate 

output. Reducer which combines the intermediate output 

with same keys and produces the output as <key, value> 

which is stored in HDFS.  

Humans always influenced by others opinion and thinking. 

So after the evolution of ecommerce websites, they are 

crazy in purchasing things from e-commerce websites. The 

customer‟s opinion about the product can be put in the sites 

so that it may help the customers to evaluate the product and 

even the manufacturers to refine their product based on 

customers satisfaction. From this huge amount of opinion it 

is difficult for a customer or the manufacturer to evaluate 

the feedback. This leads to  the concept for research called 

sentiment analysis. For example in case of a company who 

want evaluate their product can find the drawbacks from 

customer review by opinion mining. 

Three different techniques used for sentiment analysis are 

machine learning based, lexicon based and hybrid 

technique. 

Machine learning method means make the system to 

perform in such a way as human can interpret. This method 

is again classified into supervised and unsupervised. 

Supervised method consists of training dataset and a test 

dataset. Training datasets are labelled data, based on the 

quality and quantity of training set the performance of the 

algorithm or method varies. Unsupervised and semi 

supervised method performs less compared to machine 

learning algorithm. Labelled datasets are unavailable for 

every domain so it is an impediment for the use of 

supervised method. Data sparsity is the other major concern 

in case of supervised. Unsupervised means the dataset is 

unlabelled and looking on different criterion‟s we will 

classify the data. One example for this method is clustering. 

Different supervised machine learning algorithms are 

present such as Support Vector Machine (SVM), Naive 

Bayesian, K Nearest Neighbours (KNN), Maximum 

Entropy, etc. Figure 1 shows the commonly used sentiment 

analysis techniques. 
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Figure1.  Sentiment Analysis techniques 

Lexicon based method classification sentiment lexicons are 

created whose sentiment weight is pre determined and 

compare it with the given text features. Sentiment lexicon 

consist of set of words and expressions ,used to show 

people‟s subjective feelings and opinions. Dictionary  

method in which we are suppose to make the dictionary 

with lots of opinion words that might comes in an opinion 

sentence. Based on the frequency of the opinion words, the 

polarity is determined. Corpus based method is based on 

syntactic pattern; this can produce the result with more 

accuracy. Hybrid approach is the combination of machine 

learning and lexicon based method 

II. RELATED WORK 

Many works has been released about sentiment analysis in 

past years. Sentiment analysis is implemented for various 

applications using variety of datasets of various sizes and 

using various algorithms either supervised machine 

learning or unsupervised machine learning.  Most of the 

existing sentiment analysis techniques focus only on 

aggregate level, classifying sentiments into positive, neutral 

or negative, and will loss the capabilities to perform fine-

grained sentiment analysis. Zhaoxia WANG et al.[1] 

describes a social media analytics‟s engine that employs a 

social adaptive and  fuzzy similarity-based classification 

method to automatically classify text messages into 

sentiment categories as positive, negative, neutral and 

mixed, with the ability to identify their prevailing emotion 

categories such as e.g., satisfaction, happiness, excitement, 

anger, sadness, and anxiety. Normally people used to skip 

emoticons in case of sentiment analysis to avoid the 

complexity of processing, emoticons are normally 

classified in to 4 emotions like happy, sad, anxiety, neutral. 

In the paper titled Exploiting Emoticons in Sentiment 

Analysis [2] describes about the sentimental analysis they 

have performed by exploiting the emoticons. Normally 

these emoticons are used for intensification of emotions 

expressed in words or it is used to express an emotion if it 

is not clearly specified in the text. Some cases emoticons 

are used when the sentiment associated with sentiment text 

is to be negated. Here the sentiment is purely based on 

emoticons only. Ebru Aydo et al.[3] conducted a survey on 

sentiment analysis and stated about two approaches used in 

sentiment analysis as machine learning and lexicon based. 

In machine learning based method machine learning 

algorithms are use, but in lexicon based counting and 

weighting of words are used. In case of machine learning 

algorithms out of the different algorithms SVM and Naive 

Bayesian is most commonly used because of its accuracy. 

Xiao Yang et al[4] proposed a simple Mapreduce 

performance model for understanding the impact of each 

component on overall program performance. In paper titled 

Scalable sentiment classification for big data analysis using 

Naıve Bayes Classifier[ 5] evaluate the scalability of Naıve 

Bayes classifier (NBC) in large datasets  instead of using 

standard library  Mahout. They found that NBC is able to 

scale up with increasing review data with increasing 

throughput. 

III. SYSTEM DESCRIPTION 

The development of technologies give rise to the frequent 

development of large amount of data thus came the concept 

of bigdata. To handle this huge data we are using a bigdata 

distributed frame work called hadoop. The hadoop system 

handles the program to run in a parallel manner by using 

mapreduce concept. Flow diagram of the system is given in 

figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Flow of the sentiment analysis 
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A. Dataset 

The dataset used here is the review data of laptops from 

Amazon. The dataset contains more than 10000 reviews. 

Due to the less availability of dataset which is suitable for 

machine learning algorithm I adopted this dataset for my 

experiment. 

B.  Preprocessing  

This step involves pos tagging, stop words removal and 

stemming. The dataset normally in an unstructured manner 

or it may contain many unnecessary words which is not 

needed for our purpose. So what we first perform is tag the 

review sentences with part of speech such as noun, verb, 

adjectives etc. And stop word removal means removing the 

connectives in the sentences like „is‟, „the‟, „and‟ etc. Word 

can be written in different format, so we need to normalize 

it in to standard form which is called stemming. 

C. Feature extraction 

Feature extraction is needed to extract the features about 

which the review is mentioning. Even though the overall 

review is considered for most cases, there are some people 

who are interested about the particular feature of the 

product. In such cases the polarity of the review about 

particular feature is considered, so that they can go for that 

product which they are pleased. Adjectives show the 

opinion about product feature. And the nouns notify the 

features of the product. 

D. Training and Classification 

Machine learning method contains a function that maps 

input to desired output, which is called training data or 

labeled data. This data are labeled by a human expert. Based 

on this training data the machine will classify the test data or 

unlabelled dataset using the method used in the algorithm. 

The algorithm we are using is the Naïve Bayesian 

classification algorithm. 

 

Naïve Bayes Algorithm 

Naïve Bayesian Classification represents a supervised 

machine learning method as well as a statistical method for 

classification. The Bayesian classifier is one of the 

probabilistic model works positively on text categorization 

and employed on Bayes rule. It is flexible in way of 

handling with any number of classes or attributes. For a 

given review d, C* is a class variable which defines the 

sentiment given by 

 

  C* =arg maxc  P(c/d)                   (1) 

 

   Pnb(c/d)= p(c)(P(f/c)
n
i(d))          (2) 

                           P(d) 

Here f represent the feature and ni(d) represents count of 

specific feature fi found in review d. P(c) and p(f/c) are 

maximum likelihood estimates. 

 

 

In general we can represent as 

 

Posterior = Prior ∗ Likelihood Evidence 

                     ------------------------------------ 

                               Evidence 

 

While training, the algorithm counts the number of times 

each word appears  in a review in the class and divides that 

by the number of words appearing in that class. Take 

individual word probabilities and multiply them together to 

determine the probability of a review given a class. Testing 

phase in which a new unlabelled review is given as input 

and based on the probability of the words in test data 

compared to the training data , it determines the category. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Naïve Bayes classifiers job sequence 

 

Training job create a model that compute the probability of 

each word in the two classes. The combining job associates 

test data with the model, apart from the words that appear 

in test data but not in the model. The intermediate result 

produced by combining job is then given to the classify job. 

At the end of classify job, all reviews are classified into 

positive or negative classes. 

IV. IMPLEMENTATION AND RESULT OF 

OBSERVATION  

The experiment was conducted on a dataset of laptop review 

from amazon.com. The review dataset is of 20MB size. The 

dataset consist of training dataset , ie the labeled dataset and 

test dataset that need to be classified in to positive , negative 

or neutral. Hadoop framework is installed on VMware 

under Linux OS. And After saving the eclipse plug-in in 

Hadoop, code is run on eclipse. Figure 3 shows the partial 

output of my experiment which shows the extracted features 

in the review set. 
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Figure 3 : Screenshot of partial output 

The final output of this shows the classified review data in 

to 2 categories like positive and negative. Since review data 

contains many features about the product we will consider 

the features with a minimum support of 3. Work is in 

progress on rest of the part of sentimental analysis. 

V. CONCLUSION 

Sentiment Analysis deals with the function of finding the 

customers sentiment or opinion about the product. 

Sentiment analysis can be done in different ways. One such 

way is using machine learning algorithm.  Here using the 

naïve Bayesian classification algorithm the dataset of laptop 

reviews are classified in to positive or negative. Since under 

hadoop frame we are implemented the input and output 

datasets are stored in HDFS.   Output will specifies, about 

which feature the opinion is given. First we experimented 

this sentiment analysis on single system and got final 

output. Then extended it to perform on a 3 systems cluster. 

But with some errors, it is not giving expected output.   

Work is in progress on sentiment analysis on hadoop 

cluster.  
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