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Abstract The k-Nearest Neighbor classifier is one of the most well known methods in data mining because of its effectiveness 

and simplicity. Due to its way of working, the application of this classifier may be restricted to problems with a certain 

number of examples, especially, when the runtime matters. However, the classification of large amounts of data is becoming 

a necessary task in a great number of real-world applications. This topic is known as big data classification, in which 

standard data mining techniques normally fail to tackle such volume of data. In this contribution we propose a Map Reduce-

based approach for k-Nearest neighbor classification. 
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I. INTRODUCTION1 

The k-Nearest Neighbor algorithm (k-NN) is considered one 

of the ten most influential data mining algorithms. The 

classification of big data is becoming an essential task in a 

wide variety of fields such as biomedicine, social media, 

marketing, etc. The recent advances in data gathering in many 

of these fields has resulted in an inexorable increment of the 

data that we have to manage. The volume, diversity and 

complexity that bring big data may hinder the analysis and 

knowledge extraction processes. The MapReduce framework 

highlights as a simple and robust programming paradigm to 

tackle large-scale datasets within a cluster of nodes. 

MapReduce is a very popular parallel programming paradigm 

that was developed to process and/or generate big datasets 

that do not fit into a physical memory. Characterized by its 

transparency for programmers, this Framework enables the 

processing of huge amounts of data on top of a computer 

cluster regardless the underlying hardware or software. This 

is based on functional programming and works in two main 

steps: the map phase and the reduce phase. In a MapReduce 

program, all map and reduce operations run in parallel. First 

of all, all map functions are independently run. Meanwhile, 

reduce operations wait until the map phase has finished. 

Then, they process different keys concurrently and 

 
 

independently. Note that inputs and outputs of a MapReduce 

job are stored in an associated distributed file system that is 

accessible from any computer of the used cluster. 

Several leading machine learning techniques for classification 

and clustering such as the K-nearest neighbor algorithm, 

Support Vector Machines (SVMs). SEVERAL leading 

machine learning techniques for classification and clustering 

such as the K-nearest neighbor algorithm, variants of 

supervised normalized cut or support vector machines with 

Gaussian RBF kernels use as input pairwise similarities. The 

application of similarity-based algorithms to large-scale data 

sets is challenging because the number of similarities grows 

quadratic ally as a function of the number of objects in the 

data set. Several scarification approaches known to date, have 

been applied to reduce the number of non-zero entries in the 

similarity matrix with minimal effect on specific matrix 

properties. These approaches, however, have to generate the 

full set of pairwise similarities in advance and thus take at 

least quadratic time. In this paper, we propose a novel 

methodology called sparse computation that overcomes the 

computational burden of computing all pairwise comparisons 

between the data points by generating only the relevant 

similarities. Hence, not only is the resulting matrix sparse but 

also the computation itself is linear in the number of resulting 

non-zero entries. The relevant similarities are identified by 

projecting the data points onto a low-dimensional space in 
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which the concept of grid neighborhoods is employed to 

devise groups of objects with potentially high similarity. Once 

the relevant pairs of objects have been identified, their 

similarity is computed in the original space. This 

differentiates the method from known grid-based clustering 

algorithms that use the grid neighborhoods to identify the 

clusters. With our approach, objects can belong to the same 

grid neighborhood while ending up in different clusters, or 

conversely, belong to different neighborhoods but still get 

clustered jointly. The grid dimensionality and grid resolution 

are the parameters that control the density of the generated 

similarity matrix. A key aspect of sparse computation is the 

efficient projection of the data onto a low-dimensional space. 

Well-known methods such as Principal Component Analysis 

(PCA) or Multidimensional Scaling (MDS) require excessive 

running times for large and high-dimensional data sets and are 

thus not practical for large-scale applications. We suggest 

generating a low-dimensional space using an algorithm 

referred to here as approximate-PCA. 

II. LITERATURE SURVEY 

Sparse computation that generates a sparse similarity matrix 

which contains only relevant similarities without performing 

first all pairwise comparisons. Sparse computation that 

overcomes the computational burden of computing all 

pairwise comparisons between the data points by generating 

only the relevant similarities. 

The classification algorithms presented in the previous 

section, require as input pairwise similarities between the 

objects in the data set. The number of pairwise similarities 

grows quadratic ally in the size of the data set, which poses a 

Challenge in terms of scalability. This challenge is shared 

also by a vast spectrum of clustering approaches, including 

Greedy agglomerative clustering and expectation 

maximization algorithms. A great deal of research work has 

been conducted on scarifying dense matrices. Such efforts 

consider input graphs or matrices that are dense and apply 

scarifying algorithms that aim to preserve various matrix 

properties. Arora et al. describe a simple random-sampling 

based procedure that generates a sparse matrix whose 

eigenvectors are close to the eigenvectors of the original 

matrix. The algorithm considers all non-zero entries of the 

original matrix and uses the Chernoff-Hoeffding bounds to set 

some of the entries to zero. The running time of this algorithm 

is at least proportional to the number of non-zero entries in 

the input matrix. Spielman and Teng present a graph 

sparsification algorithm that produces a subgraph of the 

original, whose Laplacian quadratic form is approximately the 

same as that of the original graph. Their algorithm has a 

complexity that is close to being linear in the number of non-

zero entries in the original Laplacian. Jhurani recently 

proposed an algorithm that transforms the original matrix into 

a sparse matrix with minimal changes to the singular values 

and the singular vectors corresponding to the near null-space 

of the original matrix. All these sparsification approaches are 

based on evaluating all entries of the complete similarity 

matrix and determining for each entry whether or not to round 

it to zero. The reading of the entries of the dense similarity 

matrix alone requires (n2) running time for a data set of n 

objects. For this reason, these algorithms are not practical for 

large-scale data sets. By contrast, our approach determines in 

advance which entries of the similarity matrix are relevant 

and evaluates only those. Another strategy that aims to reduce 

the computational burden of computing all pairwise 

similarities is proposed. They suggest to use initially an 

approximate similarity measure to subdivide the objects into 

overlapping subsets. The exact similarities are then only 

computed between objects that belong to the same subset. 

This strategy reduces the running time significantly when the 

computation of the exact similarity measure is expensive, e.g., 

when the number of attributes is large. In their paper, 

McCallum et al. study the problem of reference matching in 

the context of bibliographic citations of research papers. The 

problem consists of grouping citations that reference the same 

paper. The approximate distance measure is based on the 

number of words two citations have in common, which can be 

computed efficiently using an inverted index. The complexity 

of this approach is, however, still (n2) because the 

approximate similarity measure must be computed for all 

pairs of objects. 

III. KNN 

In pattern recognition, the k-nearest neighbors algorithm (k-

NN) is a non-parametric method used for classification and 

regression. In both cases, the input consists of the k closest 

training examples in the feature space. The output depends on 

whether k-NN is used for classification or regression: 

In k-NN classification, the output is a class membership. An 

object is classified by a majority vote of its neighbors, with 

the object being assigned to the class most common among 

its k nearest neighbors (k is a positive integer, typically 

small). If k = 1, then the object is simply assigned to the class 

of that single nearest neighbor. 

In k-NN regression, the output is the property value for the 

object. This value is the average of the values of its k nearest 

neighbors. 

IV. SYSTEM ARCHITECTURE 

In this section, we will discuss working of the proposed 

system for this platform: 
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Data pre-processing is done after loading the dataset in this 

the dataset is normalized. The extension of input file is 

.csv(Comma separated value).The csv input file divided or 

splits into number of parts. After that takes a series of key-

value Pairs and processes each one of them to generate zero 

or more key-value pairs and the key-value pairs generated by 

the mapper are known as intermediate keys. After that here is 

a combiner is a type of local Reducer that groups similar data 

from the map phase into identifiable sets 

 
Fig. 1 System Architecture 

It takes the intermediate keys from the mapper as input and 

applies a user-defined code to aggregate the values in a small 

scope of one mapper And the Reducer takes the grouped key-

value paired data as input and runs a Reducer function on 

each one of them. Here, the data can be aggregated, filtered, 

and combined in a number of ways, and it requires a wide 

range of processing. Once the execution is over, it gives zero 

or more key-value pairs to the final step. Last one is the 

output phase, we have an output formatter that translates the 

final key-value pairs from the Reducer function and writes 

them onto a file using a record writer. 

V. COMPARISM OF SYSTEM 

A. Existing System 

The classification algorithms presented in the previous 

section, require as input pairwise similarities between the 

objects in the data set. The number of pairwise similarities 

grows quadratic ally in the size of the data set, which poses a 

challenge in terms of scalability. This challenge is shared also 

by a vast spectrum of clustering approaches, including greedy 

agglomerative clustering and expectation-maximization 

algorithms. 

A great deal of research work has been conducted on 

scarifying dense matrices. Such efforts consider input graphs 

or matrices that are dense and apply scarifying algorithms that 

aim to preserve various matrix properties. 

B. Proposed System 

To improve the performance of similarity based algorithm for 

large scale data set in data mining. This system generates only 

the relevant similarities without performing all pairwise 

comparisons between objects in the data set using K Nearest 

Neighbor algorithm (KNN). 

VI. RESULT ANALYSIS 

A.  

 
Fig.  2 Start All Daemone 

To start all daemons, write command sbin/start-all.sh  

To see all daemons start or not, write command jps 

B. Mapper And Reducer Processing  

 

Fig. 3 Mapper and Reducer Processing 
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To check above screenshot shows the mapper and reducer 

function  

C.  Browse Directory at Local Host 

 

Fig. 4 Browse Directory at Local Host 

The browse system consist two files, first is success and other 

is part 00000 

D. Download output file  

 
Fig. 5 Download output file 

Here we can download the part-00000 output file 

 

E. KNN Output 

 

Fig. 6 KNN Output 

This shows the output of ken algorithm 

VII. CONCLUSION 

In this, we have proposed a MapReduce approach to enable 

the k-Nearest neighbor technique to deal with large-scale 

datasets. Without a parallelization, the application of the k-

NN algorithm would be limited to small or medium data, 

especially when low runtimes are a need. The proposed 

scheme is an exact parallelization of the k-NN model, so that, 

the precision remains the same and the efficiency has been 

largely improved. 
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