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Abstract-Data Mining can be defined as extracting Knowledge from the huge volume of data. To identify user browsed 

patterns in document streams “Web Usage Mining” (WUM), a data mining technique may be used. In the internet, 

documents are created and distributed in different forms like emails, microblog articles, news streams, chatting 

messages, web forum discussions, research paper archives. The contents of these documents generally focus on some 

specific topics that reflect the user's characteristics and offline social events in real life. Most of the researchers of web 

mining concentrated on extracting topics from a collection of documents and document streams by different 

probabilistic models for mining that information. For uploading the document streams, the previous works 

concentrated on topic modeling, ignoring the sequential relations of concepts in documents streams published by the 

specific user on the web usage. This paper focuses on detecting and characterizing the behaviors of the personalized 

and abnormal users over the internet and gives a context-aware recommendation. 

Keywords: Data mining, Web usage mining, sequential topic patterns (STP), URSTPs, document streams, rare events, web 
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I. INTRODUCTION 

Day by day the world is becoming more and more 

ubiquitous due to the dramatic increase in the popularity of 

the Internet services viz. social networking, e-commerce 

website’s, e-learning website’s etc. This generates and 

spreads the huge number of document streams over the 

Internet. So for determining the particular user’s 

characteristic from its document stream is crucial. In this 

context in knowledge discovery, data mining is the 

foremost step.Few methods include “association rule” 

mining, sequential pattern mining, closed pattern mining 

and frequent item’s mining. In real time scenario users 

come across the micro-blog such as Twitter, where the 

users spontaneously posts their status. These are real-time 

messages and report what user is doing and feeling, so it 

can reveal users characteristics.  

However it’s difficult to guess the real intention or mindset 

of users behind it, but both content information and 

temporal relations are required for analyzing the user’s 

characteristics. There are some users which can use the 

Internet for abnormal purposes viz. online fraud, hijacking 

activity, spreading terrorism etc. Their behavior is 

undesirable for society and hence detecting such rare users 

become very essential. This paper formulates the problem 

of URSTPs mining for finding such abnormal and rare 

users. STP’s characterize complete behavior of readers 

browsing when equated to statistical methods. Mining 

URSTPs, discover accessing habits of users and special 

interests on internet, and thus give the context-aware 

recommendations.  

This paper focuses on document stream’s which are 

published. In order to find URSTPs from their published 

document streams and to give context-aware 

recommendation for them it uses personal web revisitation 

technique. From their document streams of the users 

correlations among the topics extracted are identified, 

especially the sequential relations and specified as STP’s, 

Some of these STPs are frequently common for all the 

users but there are some patterns which are rare and 

infrequent. These URSTPs over the user-aware document 

streams constitute the URSTPs which are used to find the 

rare users. Effective usage of discovered patterns is a 

research issue. For Knowledge discovery, proposed system 

uses distinct data mining methods. Text mining is a 

process of retrieving user needed information from a large 

set of digital text data.  

Traditional Information Retrieval (IR) automatically 

retrieves relevant documents by filtering irrelevant 

documents. But, IR-based systems won't provide users 

with what they really need. In order to retrieve required 

information for the users, text mining methods have been 

developed. But, many of those methods use keyword-

based approaches, whereas others use phrase method in 

order to provide a text representation for a set of 

documents. The phrase-based approach is effective than 
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keyword-based, since searching through phrase gives more 

relevant information than the keyword search.  

II. LITERATURE SURVEY 

Discovery of rare sequential topic patterns in document 

stream is discussed in [1]. Referred Plain text documents 

made and circulated on the Internet are constantly 

changing in different structures. Mining topics of these 

archives have huge applications in numerous areas. A 

large portion of the writing is committed to pointing 

displaying, while successive examples of topics in archive 

streams are disregarded. Also, conventional consecutive 

example mining calculations basically centered around 

successive examples for deterministic information sets, 

and in this way not appropriate for document streams with 

topic uncertainty and uncommon examples. J.Oiao et al. 

[1] discussed about the mining issue of uncommon 

Sequential Topic Patterns (STPs) for Internet document 

streams, which are uncommon all in all yet moderately 

regularly for particular clients, so likewise intriguing. 

Since this kind of uncommon STPs mirrors clients' 

particular practices, our work can be connected in 

numerous fields, for example, customized setting mindful 

proposal and ongoing checking on irregular client 

practices on the Internet. The author proposes a novel way 

to deal with finding client related uncommon STPs in light 

of the fleeting and probabilistic data of concerned topics. 

After extricating topics from archives by LDA[9] and 

sorting the record stream into sessions for various clients 

amid various eras, the proposed calculations find 

uncommon STPs by [1] digging STP possibility for every 

client through a proficient calculation in view of example 

development, and creating client related uncommon STPs 

by example irregularity examination. 

Mining the probabilistic frequent sequential patterns [7], 

[8] in huge uncertain databases [2]. Information 

uncertainty is characteristic in some real-world 

applications, for example, natural observation and versatile 

following. Mining successive examples from wrong 

information, for example, that information emerging from 

sensor readings and GPS directions is vital for finding 

concealed learning in such applications. Z. Zhao et al. [2] 

proposes a gauge design recurrence in view of the 

conceivable world semantics. D. Yan et al. [2] build up 

two dubious grouping information models dreamy from 

some real-world applications including indeterminate 

succession information and figure the issue of mining 

probabilistically visit consecutive examples (or p - FSPs) 

from information that adjust to our models. Propelled by 

the well-known PrefixSpan calculation, Author creates two 

new calculations, on the whole called U – PrefixSpan, for 

p - FSP mining [10]. U - PrefixSpan successfully stays 

away from the issue of "conceivable universes blast", and 

when joined with our four pruning and approving 

techniques, accomplishes shockingly better execution. J. 

Bailiy et al. [3], proposes a quick approving strategy to 

accelerate our U - Prefix Span calculation further. The 

proficiency and adequacy of U - PrefixSpan are verified 

through broad investigations on real - world and 

engineered datasets. In many real applications, document 

collections generally carry temporal information and can 

thus be considered as document streams. Various dynamic 

topic modeling [6] methods have been proposed to 

discover topics over time in document streams. The 

mining rare sequential topic patterns [5] has defined more 

formally and systematically, and the application field 

focuses on published document streams. 

In the aspect of sequential patterns for topics, Hariri et al. 

[4] presented a framework for context-based music 

recommendations based on the sequential relation of latent 

topics. A threshold value determines the datasets of each 

song on the topic probabilities obtained from LDA. Then, 

frequent topic-based on patterns which are sequentially 

occurring among lists of play is identified to predict the 

next song in the current interaction. Nevertheless, the data 

sets here are deterministic and so the uncertainty of topics 

is lost due to the approximation in the threshold filtering. 

In addition, the target is not a published document stream, 

and the globally rarity was not taken into account to find 

personalized and uncommon patterns. 

III. PROPOSED WORK 

The patterns which are universally rare but repeatedly used 

by the specific user are called URSTPs. The previous 

works on STP's concentrate on frequent ones, but for 

Sequential Topic Pattern infrequent should be identified, 

because many infrequent ones are interesting. Specifically, 

when the users may publish the documents, the abnormal 

behaviors of personalized users are characterized by 

sequential topic patterns are generally not globally 

frequent but rare. Since they expose special and abnormal 

behaviors of particular authors, as well as specified events 

have occurred to them in real life. An approach for mining 

URSTPs is shown in Fig.1. 

 

Fig. 1: Mining URSTPS Framework 

It contains three phases. First, text documents are crawled. 

Then original streams are transformed into topic level 
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documents streams and then split into a clusters to identify 

user's behaviors.  

Context and content-based recommendation: 

The idea of web revisitation is borrowed from the 

psychology, which is humans natural recall process. 

Personal “web Re-visitation technique” called 

WebPagePrev is presented in this paper. The 

WebPagePrev technique allows internet users to get back 

to their formerly accessed pages through access page 

content keywords and context. When internet users access 

a web page, which is of potential to be revisited later by 

the user (i.e., page access time), the context acquisition 

module record the current access context (i.e., location, 

time, activities) into a probabilistic context tree shown in 

fig. 2. 

 The main objective to develop this system is to 

make easy for the user to search the file.  

 By using pattern matching technique, we will be 

able to access the file. 

 Here we provide a facility to search the file by 

using topic search. Also, we are able to search by 

using description and also by using the keyword. 

 The file that contains some words that describes 

some abnormal behavior are separated. 

 
Fig. 2: Context and content based recommendation Flow 

 So that it makes easy to distinguish such files and   

efficiently   we   can   retrieve   the information. 

 The user can be able to upload the text document. 

By matching the pattern it gives the count of the 

word’s that are used in the document, it means it 

gives the occurrences of the words. 

 Also provides Context and content-based 

recommendation  

IV. EXPERIMENTAL RESULTS 

For obtaining the results of published document streams, 

the user has to log on to his accounts. Users can view 

results with various search key attributes, e.g. name, date 

etc. and also can publish document streams. To determine 

the behavior of user we need continues tracking on its 

published document streams. The existing and proposed 

systems are analyzed using this time parameter and the 

average no. of sessions containing an equal number of 

topics for this purpose. The number of sessions here are 

the average no. of sessions containing a particular number 

of topics.  

Initially, we see that if average numbers of sessions are 

less the existing system take some more time than that of 

the proposed system. The time difference to process 

average number of sessions remains somewhat constant 

with increase in the size of an average number of sessions. 

Initially, the time difference for a same number of session 

is more. Then with an increase in an average number of 

sessions, the time difference somewhat reduces with 

respect to the existing system and the proposed system. 

After some threshold value, the time difference required to 

process average numbers of sessions for the existing 

system and the proposed system remains constant 

Knowledge discovery by various data mining techniques 

in documents streams is crucial.  

Topics are extracted from the document streams and with 

topic modeling the sequential correlation is established to 

determine Sequential Topic Patterns (STPs). Mining user-

aware document stream (URSTPs) is challenging task as 

users published the document streams dynamically. In 

order to find URSTPs from its published document 

streams over the Internet is identified. By WebPagePrev 

technique give the Context and content aware 

recommendation for mined URSTPs from the published 

user-aware document streams. After Mining URSTPs in 

published document streams, by taking those results to the 

personal web revisitation technique, which provide the 

content and context-aware recommendation it may get the 

good results when compared to search engine method. 

Technique 

with mined 

URSTPs 

average 

precision 

average 

recall 

average f1 

measure 

WebPagePrev 0.42% 0.92% 0.47% 

search engine  0.34% 0.87% 0.39% 

Table 1: Performance comparison 

From table 1 the finding rate of WebPagePrev is compared 

to Search Engine method, the average precision is 0.42 and 

the average recall is 0.92 that may delivers the average f1 

measure as 0.47 that may help the best average f1 measure 

over search engine method shows in Fig. 3, the re-finding 

rate is similar to recall rate so that when compare with 

previous work, the re-finding rate of proposed work 

getting the better results. The future work consists of using 

predefined dictionaries for URSTPs designating abnormal 

users. In addition to this future work will consist of 

characterizing user’s behavior by mining URSTPs over its 
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browsed/surfed document streams and develop practical 

tools for real-world problems of user behavior analysis on 

the internet. 

 

Fig: 3, Performance comparison 

V. CONCLUSION 

Mining user based STPs in the published document over 

the web is a challenging problem. It creates a new kind of 

convoluted event patterns on the basis of document topics. 

In this paper, the mining problem of URSTPs is identified 

and provided with context-based recommendations for 

URSTPs more efficiently with several new concepts and 

algorithms. This proposed work is very efficient and 

effective in discovering special and rare user’s behavior 

and also captures interesting URSTPs from web document 

streams. With this approach we can capture the abnormal 

behaviors of personalized users more accurately. In future, 

this work can be extended to develop practical tools for 

real-life problems of user behavior analysis on the web. As 

this paper puts forward an innovative research direction on 

Web data mining, much work can be built on it in future. 
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