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Abstract- Genetic algorithm is very helpful to fine optimum solution where many variables are in problem such that 

noise pollution, industrial wastage, traveling and traffic problems etc. The objective of this research is to evaluation of 

genetic algorithm for different numbers of populations. Genetic algorithm is use to find approximate solution for given 

problem and population size is very important to create search space for evaluation or find optimum solution. The 

effect of population size is in investigation for engineering design problem and try to find the effect of this in result 

collected. As we know population size generates different numbers which use in objective function and algorithm 

evaluate them for optimum result. In this investigation objective function changes are observed at different population 

size.. 
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I. INTRODUCTION 

Genetic algorithm is based on evaluation and population 

size is the important factor. Many researcher worked on 

different operators such that selection, crossover and 

mutation.   Darrell et al [1] presented an abstract model of 

genetic algorithms to outperform single population models 

on linearly separable problems and suggested that Island 

Models may be at an advantage when increasing the 

population size does not help to solve the problem. Eiben 

et al [2] showed the population resizing mechanisms 

exhibit significant differences in speed, measured by the 

number of fitness evaluations to a solution and the best 

EAs with adaptive population resizing outperform the 

traditional genetic algorithm by a large margin. Siamak et 

al [3] tested different mutation and crossover methods on a 

population with a size of 100 individuals. Pedro et al [4] 

suggested evaluating the initial population depending of 

the problem solving and can choose gene-level diversity, 

chromosome-level diversity, population-level diversity, or 

a combination of those. Olympia et al [5] investigated of 

the influence of the population size on the genetic 

algorithm performance for a model parameter 

identification problem. Dermot et al [6] presented the 

choice of coding system affects convergence and gives 

guidance on choosing a coding system and the relationship 

between population size, critical schema length, problem 

constraints and convergence. Yong et al [7] presented the 

adaptive elitist-population search method, a new technique 

for evolving parallel elitist individuals for multimodal 

function optimization. The technique is based on the 

concept of adaptively adjusting the population size 

according to the individuals‟ dissimilarity using direction 

dependent elitist genetic operators. Janne et al [8] 

confirmed the common belief that decreasing population 

size increases optimization speed to a certain point, after 

which premature convergence slows the optimization 

speed down. The optimization reliability in turn usually 

increases monotonically with increasing population size. 

There were no any direct relation of population size and 

objective function so this work is done on observation of 

objective function with population size. 

Here in this research an engineering problem taken and 

investigate results at different number of populations. 

II. GENETIC ALGORITHM 

Genetic algorithm is an optimization technique based on 

evolution. It is very useful for design optimization in 

engineering. Genetic algorithm is a tool which can 

optimize any equation with constraint or without 

constraints. Algorithm starts with encoding. Here a set of 

solution represented by chromosomes that is population. 

Population size is constant in all iteration. This 

chromosome generates new chromosomes with help 

different operators that are crossover and mutation. After 

using operators new population comes and better 

chromosomes or set of solution will be select for next 

iteration. After number of iteration algorithm converges to 

best solution and it may be optimal or sub optimal. 

Encoding is a key to generate a set of solutions for 

evolution. Mostly binary codes use for this operation. 

Population size depends on difficulty of problem, some 

researcher take ten times of variables.[9] The number of 

bits depends on accuracy required. 

If a function [                ], then one chromosome 

represents a function cost. 

 
101011|111011|100111|…………………………………………

………….|101101 

 
Fig.1: Representing chromosome in binary coding. 

In Figure 1, one chromosome has       bits and 6 bits 

represents one variable and function depends on N 
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variable. Accuracy of function depends on number of bits. 

Number of bits and number of chromosomes in population 

varies according to difficulty of problem. [10] 

Decoding is use to convert chromosomes, binary to 

decimal form in a required range. 

Formula used for decoding given by [10], is 

 

     
  

  
    

 

    
                   (1)                                                                                                             

 

Where n is the no. of bits used per variable, 

  
      Lower limit of      variable, 

  
     Upper limit of      variable, 

      Decoded value of      variable 

 

Selection is a process to find better chromosomes from 

population and how many times it should be selected. 

Chances of selection is depends on fitness value of that 

chromosome. There some chromosome eliminates but 

population size is constant in all iteration and there are 

many methods for selection. 

 

Crossover is an operator use for crossing two 

chromosomes and produces two new chromosomes. The 

new chromosomes may be better than old chromosomes. 

Different types of crossover can be used. These are single 

point, multi point and uniform crossover. Crossover rate 

should be high and it is probability that crossover will 

performed it also depends on problem. 

 
101011|111011|100111|……

……….|101101 (   )               

101101|110111|100101|……

……….|110010 (  ) 

001101|100111|110101|……

……….|110010   (  ) 

001011|101011|110111|……

…….….|101101 (  ) 

Fig. 2: Showing new chromosomes produced for 

evaluation. 

 

Where   ,   are children produced by parents        . [10] 

 

Mutation is an operator which adds new information at 

random way. Randomly selects new chromosomes and 

applies mutation. It removes local optima and it help to 

generates global minima. In binary coding it converts 0 to 

1 and 1 to 0. Mutation gives new chromosomes for 

evolution in random way. It may be single point or multi-

point and its probability should be low.  

 

III. PROBLEM FORMULATION 

Objective function 

 

              
 

 
                 (2)                                                                                        

Where                total number of coil, diameter of 

spring wire and diameter of coil respectively. Weight 

directly depends on these variables but these variables also 

must be satisfied in constraint equations for this we 

establish these constraints. 

 

 

CONSTRAINTS  

Condition of Coil Not Touch 

In helical spring, when force applies on spring then spring 

compress but coils must not touch under maximum load 

condition so 

Term Plain 
Plain and 

Ground 

Squared or 

Closed 

Squared 

and 

Ground 

End coils, 0 1 2 2 

Total 

coils, 
                  

Free 

length, 
                            

Solid 

length, 

    

    
                

Table 3 represents different lengths of springs according to 

end condition and number of end coils. [11] 

                                             

                         (3)                                                                                                                    

       (
 

 
) and      

      
  

    

Where     is maximum deflection, „p‟ is pitch and   is 

helix angle (  should be less than   )[11] 

3.1.2Condition of Critical Frequency- When helical 

spring uses at where high rapid reciprocating motion than 

there will be chances of resonance. For safety from 

resonance problem, fundamental critical frequency of 

helical spring must be at least 15 to 20 times greater than 

frequency of applied force [11] 

                                          (4)                                                                                                     

Condition    (critical 

frequency) 

 

one end against a flat plate and the other end 

free 

 

 
√

 

 
 

 

one end at flat plate and other is free 
 

 
√

 

 
 

Table 4: Representing critical frequency of helical 

compressive spring according to mounting condition.[7] 

  
   

    
 and     

 

 
        

Where „ ‟ is stiffness of spring and „ ‟ is mass of spring   

3.1.3Condition of Buckling- Buckling is also a problem, 

it depends on ratio of free length of spring to coil diameter 

of spring and if we increase the length of spring and uses 

as a compressive spring then there will be high chances of 

buckling so it must be maintain a ratio for prevent 

buckling.[11] 
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 √

      

    
                            (6)                                                                                                 

Where            are End-condition constant, Young's 

modulus and Modulus of Rigidity respectively. 

End Condition   

Spring supported between flat parallel surfaces 

(fixed ends) 

0.5 

One end supported by flat surface perpendicular to 

spring axis (fixed),other end pivoted (hinged) 

0.707 

Both ends pivoted (hinged) 1 

One end clamped; other end free 2 

Table 5: Representing value of End condition constants 

according to end conditions.[11] 

3.1.4 Condition of Fatigue Loading- At some 

applications spring used for millions number of cycles 

such that automotive engine, cam and follower etc. so 

spring subjected to variable stress and there are large 

chances of fatigue failure and we must check for fatigue 

and static stress, if      and      are respectively 

maximum and minimum force applied on spring then  

   
         

 
,         

         

 
 

      
    

   ,          
    

    

  
    

    
 

      

 
and   1 

 

  
 

Where   is mean force,   is force amplitude,   is shear 

stress correction factor and    is Whal correction 

factor.          are stress produced for         

respectively.Factor of safety for helical spring should be 

greater than 1.5[11] 

    
       

     

              
          

                       (7)                                                                                

Where     
 -torsional shear stress,      -torsional yield 

strength and   -ultimate tensile strength 

 
Material     

Music wire and cold-drawn carbon steel 0.45    

Hardened and tempered carbon and low-alloy steel 0.50    

Austenitic stainless steels 0.35    

Nonferrous alloys 0.35    

Table 6: Representing torsional yield strength according to 

type of material.[11] 

Spring Index 

Spring index of helical spring should be in a range so we 

can say           [8] 

     
 

 
          (8)                                                                                                                                             

 

 
                                                                  (9)     

                                                                                                  

Numb

er of 

popula

tions 

No. of 

bits in 

one 

chromo

some 

Typ

e of 

cod

ing  

Type 

of 

cross

over 

Cross

over 

proba

bility  

Proba

bility 

of 

mutati

on 

Type 

of 

selec

tion 

Num

ber 

of 

Iterat

ions 

60 10 Bin

ary 

Singl

e 

point 

cross

over 

0.8 0.06 Rolet

te 

Whe

el 

200 

Table 7 Representing Data selected for Genetic Algorithm 

 

                  
      

                
                      

   
     

         
      

                                  

Table 8 

 

 
                                            

2 to 

15 

20 to 

35 

3 to 

10 

350 100 10 6 1.5 

Table 9 

 

Table 8 and Table 9 representing input parameters for 

design of spring. 

 

 Number of Runs 

N
u

m
b

er
 o

f 
p

o
p

u
la

ti
o

n
s 

 1st 

Run 

2nd 

Run 

3rd 

Run 

4th 

Run 

5th 

Run 

Avg. 

of 5 

10 66.7 71.8 68.2 69.8 59.5 67.2 

20 78.1 96.3 76.1 60.0 71.6 76.4 

30 65.2 68.2 71. 59.7 60.6 65.0 

40 74.6 77.9 92.9 63.9 71.5 76.2 

50 59.9 63.7 75.6 60.3 61.3 64.2 

60 60.1 64.8 96.0 59.1 59.4 67.9 

70 58.5 62.6 61.9 59.9 60.1 60.6 

80 77.7 58.4 101.0 65.5 89.6 78.5 

90 95.7 59.9 64.1 70.9 77.7 73.7 

100 68.2 61.6 59.0 60.1 58.6 61.5 

110 70.8 59.4 70.9 64.2 74.6 68.0 

120 95.4 59.3 58.4 62.5 61.9 67.5 

130 63.9 64.5 90.2 59.4 60.7 67.8 

140 59.3 58.6 58.8 58.7 63.9 59.9 

150 84.7 59.5 59.6 58.8 58.9 64.3 

160 60.8 59.1 58.8 58.5 64.9 60.4 

170 61.0 101.8 70.7 58.5 62.9 70.8 

180 61.4 63.3 70.8 58.8 59.1 62.7 

 

Table 10 Representing Average Results w.r.t.. Numbers of 

Population 
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Fig.3 Graphical Representation of Average Results 

IV. RESULTS AND DISCUSSION 

There, results are calculated at different Number of 

population and it is found that population size has very 

important role to create space. GA is based on evaluation 

and here more chances to find better solution with large 

population. Population size change from 10 to 180 and 

here we can see as population size increases better results 

come. The optimization problem is a minimization 

problem and results are minimized as population 

increased. Here five run done on same population size and 

then average result is taken to easily understand the effect 

of population size. Here large number of population size is 

suggested to get better results but when it goes  high then 

algorithm time increase so it should be 10 to 20 times of 

number of variables. The algorithm results are find out for 

150 numbers of generations to investigate effect of 

population size when it increases result be approximately 

same for all population size. This result shows that 

population size is very important tool to create variables 

values for evaluation. This is very help full to handle many 

engineering design, management of materials, creating 

time table of railway and buses, noise pollution, hydro and 

thermal plants, and various problems where we need to 

save material, money, time, energy etc. 
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