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Abstract In the early stage of the twentieth century, very few discrete distributions (binomial and Poisson) were 

commonly used in modeling. These distributions fail to model over-dispersed and under-dispersed data. From 1920 to 

1970, new count distributions such as ‘contagious’ COM-Poisson have been introduced. ‘Contagious’ distribution, 

which includes the negative binomial, Hermite, Neyman, Thomas Polya-Aeppli and Poisson-Pascal distributions can be 

expressed as mixture distributions or as stopped sum distributions. COM-Poisson distribution is a two parameter 

extension of Poisson distribution. In this paper, COM-Poisson Pascal distribution is proposed and its properties are 

studied. It is expressed as stopped sum distribution. It is a Compound COM-Poisson distribution with negative 

binomial compounding distribution. Also it is generalization of COM-Poisson Polya-Aeppli distribution. The 

parameters are estimated by the method of profile likelihood estimation. The traffic accidents and fatalities data are 

analyzed using this distribution. 

Keywords — Poisson distribution, Pascal (Negative Binomial) distribution, COM-Poisson Distribution, COM-Poisson 

Polya-Aeppli distribution, COM- Poisson Pascal distribution.  

I. INTRODUCTION 

The COM-Poisson distribution is a two-parameter 

extension of Poisson distribution, which is introduced by 

Conway & Maxwell [1] and revived by Galit Shmueli et al 

[10]. The COM-Poisson distribution generalizes Poisson, 

Bernoulli and geometric distributions and hence leads to the 

generalization of binomial and negative binomial 

distributions. It belongs to the exponential family and also 

to the parameter power series distribution family. This 

distribution is best suited for over and under dispersed data. 

Josemar Rodrigues et al [4] used this distribution in cure 

rate models. 

Consider the combination of two independent distributions 

in a particular way. This process was called 

“generalization” by Feller [3]. The principal model for the 

process can be interpreted as the summation of observations 

from the distribution   , where the number of observations 

to be summed is determined by an observation from the 

distribution F1. (ie, summation of    observations is 

stopped by the value of the    observation). COM-Poisson 

Pascal distribution comes under the stopped sum 

distributions.  

The Polya-Aeppli distribution was described by Polya [8]; 

he ascribed the derivation of the distribution to his student 

in a Zurich thesis in 1924. The Polya – Aeppli distribution 

arises in a model formed by supposing that objects occur in 

clusters. The number of clusters has a Poisson distribution 

and the number of objects has a geometric distribution. 

The Poisson-Pascal distribution was introduced in the 

context of the spatial distribution of plants by Skellam [13], 

who called it a generalized Polya-Aeppli distribution. 

Priyadharshini and Saavithri [9] proposed a new 

distribution called “COM-Poisson Polya-Aeppli 

Distribution” which is a combination of COM-Poisson and 

geometric distribution. In 2007, Meintanis [6] fitted certain 

bivariate distributions to traffic accidents data. 

In this paper, COM-Poisson Pascal distribution is 

proposedand its properties are studied. It is a Compound 

COM-Poisson distribution with negative binomial 

compounding distribution. It is a generalization of COM-

Poisson Polya–Aeppli distribution. The parameters are 

estimated by the method of profile likelihood estimation. 

The traffic accidents and fatalities data are analyzed using 

this distribution. 

This paper is organized as follows: In section 2, mean and 

variance of COM-Poisson distribution using probability 

generating function are studied. The COM-Poisson Polya-

Aeppli distribution and some of its properties are given in 

section 3. In section 4, the COM-Poisson Pascal distribution 

is defined and its mean and variance are obtained. The 

parameters are estimated in section 5. In section 6, traffic 

accidents and fatalities data are analyzed. Section 7 

concludes this paper. 
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II. COM-POISSON DISTRIBUTION 

2.1  Probability density function  

The probability density function of COM-Poisson 

distribution [10] is  

 (   )  
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2.2 Special Cases 
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 When     and       (   ) does not converge 

and hence the distribution is undefined. 

 

2.3 Properties 

The probability generating function of COM-Poisson 

distribution is 
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The mean and variance of the distribution are as 

follows [9] 
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III. COM-POISSON POLYA-AEPPLI 

DISTRIBUTION 

Suppose that the several events can happen 

simultaneously at an instant, and then there is a cluster of 

occurrences at a point. 

Assume that there are   independent random variables 

of the form  , and   denotes the sum of these random 

variables. 

(ie)                                         

This random variable,   formed by compounding 

these two random variables   and   gives the COM-

Poisson Polya-Aeppli distribution with parameters     

and    

Its probability generating function is 

   ( )   
 

 (   )
∑

 

(  ) 
 
   0(  (   ))

 
(    )  1                      

….. (3.1) 

The probability mass function of   is 
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The mean and variance are given by 
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The expression for ratio between variance and mean is 
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IV. COM-POISSON PASCAL DISTRIBUTION 

4.1 Definition 

Suppose that the several events can happen simultaneously 

at an instant, and then there is a cluster of occurrences at a 

point. 

Assume that there are   independent random variables 

of the form  , and   denotes the sum of these random 

variables. 

(ie)                                         

 COM-Poisson Pascal distribution is derived by 

assuming that  

(i)   denotes the number of objects within a cluster 

and   follows Negative binomial (Pascal) distribution 

with parameters    and  .  

(ie)      (   )  

(ii)    denotes the number of clusters and   follows 

COM-Poisson distribution with parameters   and    

(ie)               (   ) 

This random variable,   formed by compounding 

these two random variables   and   gives the COM-

Poisson Pascal distribution with parameters        and  . 

1.  The probability generating function of X is, 

                  ( )   (    )              ….. (4.1.1) 
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        where          . 

2. The probability generating function of COM-

Poisson distribution is 

                   ( )   
 (     )

 (    )
                    …... (4.1.2) 

The probability generating function of the random 

variable   can be derived as follows 
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Collecting the coefficient of    in the above series we get  
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The probability mass function of   is 
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where                              

4.2 Special cases 

1. Replacing     by 1 ,   by 
 

   
    by  

  

 
 in equation 

(4.1.3), the PGF of COM-Poisson Polya-Aeppli 

distribution is obtained as 
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2. When         from equation (4.1.3), we get 

Generalized Polya-Aeppli (Poisson Pascal) 

distribution with PGF 
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equation (4.1.3), the PGF of Polya-Aeppli 

distribution  
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4.3 Limiting cases of the COM-Poisson Pascal 

Distribution  

1. When             , from equation (4.1.3), 

we get COM-Poisson Neyman Type A distribution 

with PGF 
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2. When                   , from equation 

(4.1.3), we get  Neyman Type A distribution with 

PGF 
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4.4 Properties of COM-Poisson Pascal distribution 

The mean and variance of the distribution are given by 
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The expression for ratio between variance and mean is 
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V. PROFILE LIKELIHOOD ESTIMATION 

Let              be the samples following the COM-

Poisson Pascal distribution with parameters         

                   . The likelihood function of 
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The log likelihood function is 
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Partially differentiating the above expression with respect 

to       and    and equating to zero, the following 

expressions are obtained. 
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Then 

              (       | )      [             (       | )] is 

calculated. 

The estimators   ̂   ̂  ̂  ̂ are estimated numerically 

using MATLAB commands. 

VI. DATA ANALYSIS 

In this section, two sets of traffic accidents and 

fatalities data are analyzed 

6.1 Data set 1 

The following table gives the total Sunday accidents 

(left entry) and the corresponding number of fatalities 

(right entry) recorded in the Groningen region for each 

month during the years 1997-2004 [6] 

Month 1997 1998 1999 2000 2001 2001 2003 2004 

January 6 0 6 0 13 1 11 0 8 0 8 0 11 4 2 0 

February 10 0 10 1 7 0 4 0 8 1 8 0 9 0 2 0 

March 7 0 13 4 8 0 10 0 6 0 12 0 9 0 3 0 

April 11 0 5 0 14 1 15 1 9 0 10 1 7 1 1 1 

May 12 0 17 2 13 0 18 0 13 2 11 0 12 1 5 0 

June 21 1 19 0 14 0 21 1 12 3 12 1 13 0 7 2 

July 15 0 10 0 14 0 11 1 10 2 4 0 8 0 1 0 

August 11 1 11 1 10 0 8 0 9 0 14 1 6 0 5 0 

September 7 0 11 0 7 0 9 0 22 1 16 1 7 0 8 1 

October 11 2 13 1 16 1 14 0 15 1 8 1 6 1 2 0 

November 15 1 17 1 13 0 13 0 6 0 9 1 11 1 1 0 

December 5 0 7 0 10 1 11 0 10 0 8 0 5 0 2 0 

 

Let Y be the number of Sunday's that accidents occur in Groningen between the years 1997-2004.  

              be the number of fatalities of     accident and   be the total number of fatalities from the year 1997 to 2004. 

 

Assuming that the number of accidents follows COM-Poisson distribution, the estimated values of    and   are 

                respectively. 

 

Number of 

accidents 

Observed 

frequency 

Expected 

frequency COM-

Poisson 

1 3 1.0089 

2 4 1.9462 

3 1 3.1509 

4 2 4.5048 

5 5 5.4885 

6 6 7.0175 

7 8 7.8775 

8 10 8.3470 

9 6 8.4055 

10 9 8.0876 

11 11 7.4677 

12 5 6.6409 

13 8 5.7047 

14 5 4.7461 

15 4 3.8325 

16 2 3.0097 

17 2 2.3024 

18 1 1.7183 

19 1 1.2528 

20 0 0.8934 

21 2 0.6238 

22 1 0.4269 

 23 0 1.1863 

Total 96 96 

Fitting the Negative binomial distribution to the 

number of fatalities, the parameters are obtained as  

                      

 

Number of 

fatalities 

Observed  

Frequency 

Expected 

Frequency 

Negative 

Binomial 

0 59 60.0793 

1 29 25.4346 

2 5 7.7620 

3 1 2.0630 

4 2 0.5077 

  5 0 0.1534 

Total 96 96 
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6.2 Data set 2 

Here the data is taken from fatal crashes and fatalities calendar 2016 of Texas department of transportation, Austin. The 

one day accidents (left entry) and the corresponding number of fatalities (right entry) for each month during the years 2016. 

 

Date Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec 

1 10 12 5 5 6 9 8 8 13 13 2 2 8 8 11 11 6 6 10 14 10 11 6 6 

2 8 8 7 7 11 11 9 12 5 5 5 5 11 11 12 12 14 15 16 19 10 10 15 17 

3 10 10 5 5 6 7 11 12 4 4 7 9 11 12 10 10 12 15 6 7 10 15 8 13 

4 9 10 9 11 12 15 13 15 8 11 8 9 10 10 1 1 11 13 8 8 8 8 13 14 

5 6 6 9 9 10 13 8 11 7 7 9 11 9 11 12 13 7 8 5 5 13 13 11 12 

6 7 7 13 14 13 14 9 9 16 16 8 9 9 9 16 17 6 8 11 11 14 17 8 9 

7 11 11 12 12 6 6 6 7 9 14 10 10 4 4 12 12 8 8 10 11 10 11 6 6 

8 11 13 6 6 5 5 9 9 13 18 14 15 13 13 11 12 6 6 10 12 6 6 8 10 

9 12 14 9 13 8 9 8 11 10 13 6 8 13 14 10 11 9 9 12 12 7 7 7 7 

10 8 8 9 10 10 12 11 12 10 10 11 11 13 16 10 13 10 10 13 17 7 7 9 9 

11 5 5 10 12 6 6 6 7 9 11 13 14 4 4 12 13 13 15 4 4 11 11 9 9 

12 12 13 14 14 11 11 10 12 8 8 16 18 4 5 13 13 7 8 10 10 8 8 9 10 

13 7 7 17 21 9 10 8 9 13 14 13 15 4 4 17 19 4 6 6 6 12 12 7 7 

14 7 9 12 12 5 5 4 4 13 21 4 4 11 11 9 11 8 8 11 14 11 11 7 8 

15 6 7 9 10 7 9 15 15 9 9 13 13 15 15 9 10 8 10 17 18 5 5 3 3 

16 7 9 8 8 8 8 10 10 11 11 13 14 6 7 2 2 14 15 8 8 12 12 8 8 

17 8 8 9 9 8 9 6 8 3 3 5 6 12 12 7 7 9 10 12 13 12 14 13 15 

18 3 3 12 15 12 12 7 8 5 5 9 12 9 11 14 14 12 12 11 11 11 11 13 15 

19 6 7 16 20 11 11 11 14 5 5 13 17 4 5 6 6 13 13 6 6 13 15 3 3 

20 5 6 10 11 7 9 3 3 14 14 7 7 7 9 10 14 9 10 8 8 13 16 11 12 

21 11 12 21 23 10 11 7 8 17 22 17 18 14 18 11 11 11 11 14 16 9 9 12 15 

22 11 12 6 6 6 6 12 14 15 16 7 7 8 9 5 5 14 14 16 18 13 14 6 6 

23 11 11 5 5 5 5 13 15 8 11 8 9 8 8 3 3 4 4 9 10 11 11 11 11 

24 7 7 3 4 13 13 7 9 4 5 7 8 14 16 2 2 5 5 17 19 13 13 12 17 

25 6 6 10 10 9 11 6 8 7 7 12 12 9 10 4 5 6 8 6 7 10 10 5 5 

26 7 7 12 14 17 19 6 8 12 12 16 19 10 10 12 14 4 4 15 15 14 16 7 7 

27 5 5 10 10 13 17 5 5 10 11 4 4 8 9 7 10 9 9 13 16 10 10 4 4 

28 5 5 8 10 8 10 8 9 8 10 6 7 8 8 7 8 6 7 9 12 12 14 11 12 

29 12 13 6 7 8 8 9 10 13 13 7 11 10 10 9 9 8 8 16 23 13 16 4 5 

30 14 14   10 10 18 18 13 15 3 3 8 11 10 10 13 16 17 19 10 10 4 4 

31 15 15   9 11   4 4   12 12 4 4   11 13   14 16 

 

 

Let   be the number of day's that accidents occurred at the 

year 2016.               be the number of fatalities of     

accident and   be the total number of fatalities from 

January 2016 to December 2016. 

 

Assuming that the number of accidents follows COM-

Poisson distribution, the estimated values of         are  

                respectively. 

Number of fatal 

crashes 

Observed 

frequency 

Expected frequency 

COM-Poisson 

1 1 1.1303 

2 3 3.4659 

3 8 7.8778 

4 20 14.4785 

5 21 22.5670 

6 34 30.7431 

7 31 37.3750 

8 41 41.1707 

9 36 41.5738 

10 36 38.8382 

11 33 33.8165 

12 29 27.6117 

13 35 21.2513 

14 14 15.4849 

15 6 10.7227 

16 8 7.0795 

17 8 4.4694 

18 1 2.7050 

19 0 1.5731 

20 0 10.8808 

21 1 0.4757 

 22 0 0.7091 

Total 366 366 

Fitting the Negative binomial distribution to the number of 

fatalities, the parameters are obtained as             

          . 

Number of fatal 

crashes 

Observed 

frequency 

Expected frequency 

COM-Poisson 

1 1 0.8336 

2 3 2.7506 

3 7 6.4159 

4 15 11.8633 

5 24 18.4937 

6 19 25.2530 
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7 26 30.9939 

8 33 34.8283 

9 30 36.3304 

10 35 35.5548 

11 40 32.9203 

12 30 29.0339 

13 23 24.5264 

14 24 19.9367 

15 19 15.6550 

16 11 11.9144 

17 7 8.8134 

18 7 6.3523 

19 6 4.4708 

20 1 3.0782 

21 2 2.0769 

22 1 1.3752 

23 2 0.8948 

 24 0 1.6340 

Total 366 366 

 

For COM-Poisson Pascal distribution, the parameters, 

mean, variance, ratio between variance and mean are given 

in the following table. 

Data Parameters Mean Standard 

Deviation 

Ratio 

between 

Variance 

and 

Mean 

Dispersion 

Data 

Set 1 

         

         

         

         

5.1256 5.1383 5.1511 Over 

Dispersion 

Data 

Set 2 

         

         

 

         

         

95.8676 78.6972 64.6022 Over 

Dispersion 

 

As both the data sets are over dispersed, COM-Poisson 

Pascal distribution will be more suitable than the Poisson 

Pascal distribution 

VII. CONCLUSION 

In this paper, COM-Poisson Pascal distribution which is 

obtained by compounding COM-Poisson and Pascal 

distribution is proposed. This is a stopped sum distribution. 

The Poisson distribution is suitable for equi-dispersed data. 

But all real world data need not be equi-dispersed always. 

So it is necessary to utilize distributions which support over 

and under dispersed data. Com-Poisson Pascal distribution 

is suitable for over and under-dispersed data. In this 

research work, it is shown that for the over-dispersed traffic  

accident model COM-Poisson Pascal distribution is more 

suitable than Poisson Pascal distribution. 
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