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Abstract Sentimental analysis formality also known as opinion mining refers to finding polarity of the user’s statements 

(opinions) whether they are positive or negative or neutrals. Sentiment analysis helps to systematically identify, extract, 

quantify, and study effective states and subjective information. Now a days users are posting theirs reviews on social 

networking sites like Tweeter which can be prove good source of information to understand product quality in terms of 

their features and functionality. This reviews can be helpful to both Individuals and production industry as well. For 

individual reviews posted by other users to make their decision to weather to by product or not by reading other users 

opinions. Also for production industries this reviews when properly analyzed, helps to improve quality of product by 

analyzing user’s opinions and reviews about product and helps product to evolve and improve in terms of quality and 

ultimately gain market coverage and large sales of their products. This survey paper contains overview of different 

sentimental analysis techniques and use of support machine vector for featured based analysis. Instead of reviewing. 

Feature based analysis is a challenging task 
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I. INTRODUCTION 

 Sentiment Analysis (SA) or Opinion Mining (OM) is the 

analysis and study of people’s opinions, attitudes and 

emotions about some topic or the text in consideration. 

Sentiment analysis aims for classifying polarity i.e. 

distinguish it is negative or positive or neutral comments. 

Analysis can be done at various levels which is helpful to 

express the opinion/polarity about topic or entity. Beyond 

polarity sentiment classification also looks, for instance, at 

emotional states such as ”angry” ,”unhappy”, and ”excited” 

.There are 3 levels of opinion mining[1] are.  

 Document 

 Sentence  

 Aspect/Feature 

 By applying sentimental analysis techniques for product 

analysis is helpful for both individuals and industries as 

well. As an Individuals sentimental analysis helps user to 

understand well about the products, their features and can 

decide whether to buy or not to the product. Also it is 

helpful for manufacturing companies to review users 

opinions about products and features, customers satisfaction 

level about products and their demands and accordingly to 

make their decision for better improvement in their products 

quality and gain more n more profit and business outcomes.  

 There are several techniques and algorithms are available 

for sentiment analysis. We would like to use machine 

learning approach for our research. Different techniques are 

available to classify the data. In our work we decided to use 

Support Vector Machine because In [2] the authors have 

given thousand reviews to the different classifiers like 

Naive Bayesian, SVM, Maximum entropy, and it is proved 

that SVM can get the best result with high accuracy among 

all the other approaches So we decided to use SVM for 

finding overall positive and negative scores for a particular 

feature. SVM belongs to supervised approach of machine 

learning techniques which is more accurate because every 

classifier is trained on a collection of data.  

 There are various challenges for sentimental analysis and 

in our work we have focused on ’Priority of the features’ for 

SVM implementation. We will assigning priority to 

important features and depending upon this selected 

prioritized list polarity is generated.  

II. REVIEW OF LITERATURE 

For our project work we are following machine learning 

techniques and have used supervised linear classified SVM 

(support machine vector) most suitable for classification 

purpose using training and testing data-set.  

In [3] author had provided fuzzy clustering method along 

with Term Frequency (TF) and Inverse Document 
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Frequency (IDF) at document level classification. This work 

should improvement in accuracy but was not capable of 

handling double quoted negative comments.  

In [4] authors have provided thousand reviews to the 

different classifiers like Naive Bayesian, SVM, Maximum 

entropy, and showed that SVM can get the best result with 

high accuracy among all the other approaches. Based on 

this we used SVM for our implementation. 

 In [5] author focuses on concept of Subjectivity which 

will help to prevent from considering irrelevant data. His 

work author performs subjectivity detection sentence by 

sentence level whether it should be applicable for further 

process or not and investigated ways based on a minimum 

cut formulation. This helps to reduce input side to 

approximately 60 % without losing polarity information 

within it.  

In [6] author showed more real-time scenario of 

imbalanced input for negative and positive samples in both 

the labeled and unlabeled data. Author introduced concept 

of majority and minority class and their imbalanced ratio. 

Also considered Random and Dynamic Subspace 

Generation methods. 

 In[7] author uses 3 different corpora the corpus used by 

Pang and Lee(2004), secondly corpus prepared by Taboada 

and Grieve(2004) and thirdly SINAI, a new corpus that we 

have generated by crawling from Amazon.com for 

implementing SVM and summarized result. 

 In [8] author provided SASI, Semi-supervised Algorithm 

for Sarcasm Identification.t will help to find sarcastic 

expressions having g following phases: pattern acquisition, 

and classification. In [1] author uses SVM to find out the 

overall positive and negative scores for each feature 

Microsoft Excel, or Portable Document Format (PDF).  

III. SYSTEM OVERVIEW 

Overview of our system is presented using Fig. 1 where 

standard steps [1] [13][14] are executed for sentimental 

analysis as below.  

Input: Input is taken as tweets for product reviews. Data set 

consisting of all reviews which we will give as input to the 

system. We have training set and testing set as well.  

Pre-processing: This step serve as basis for implementing 

further steps in accordance with flow without causing any 

trouble and for avoiding any performance issue. This phase 

consisting of following activities like 

a) Data Cleaning  

b) Remove Common/stop words  

c) Tokenization and remove white spaces  

d) Suffix Stripping and Root stemming  

e) Generate N Grams 

Feature Selection and Weighing Most interesting part of 

this flow is feature selection. Basically for any products we 

have to consider that major features which matter most and 

has relevance in product value. We will provide list of 

features from which user can select and priorities them and 

run SVM algorithm for getting results based on their 

preference. For selecting features various techniques like 

frequency counts of words using Unigrams, bigrams. 

SVM classifier SVM in Linear classifier, one of type of 

supervised machine learning algorithms category that helps 

to classify new data on the basis of train given to SVM 

using training set. Accuracy of SVM is higher as compared 

with other algorithms like Naive Bayes classifier which is 

Probabilistic classifier or Maximum entropy.  

 Output and verification In our project we can analyze 

product at feature levels also and product as whole also. We 

will have training set with known count for the polarities of 

positive and negative features. After implementing we will 

have actual results which can be compared for performing 

accuracy check for SVM classifier.  

We are focusing to provide the facility to user to select 

multiple required features from available feature list and 

define their priorities. SVM will process according to 

priorities for selected features set and will produce output 

result that will help user to decide whether to buy or not a 

particular product 
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IV. MATHEMATICAL MODEL 

SVM constructs a hyper-plane or set of hyper-planes, 

which can be used for classification. As Hyper-plane with 

maximum functional margin helps to reduce or lower the 

generalization error of the classification. 

The optimal separating hyper-plane problems can be 

expressed as the constrained optimization problem using 
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equation. 

     minՓ (w)=min(1/2) WT
W         ..(1) 

 

where different samples can be separated and are linear 

satisfying the equation 

      (w.xi) + b + 1for yi = +1     ..(2) 

 

And, 

       (w.xi) + b ≤ +1for yi = −1      ..(3) 

Where yi can be 1 or -1 indicating negative and positive 

sample classes. 

 

V. RESULT EVALUATION 

A. Figures and Tables 

For result evaluation we decided to use cross-validation 

method with support of two different sets i.e training and 

testing set. Tables shows Confusion Matrix that will be 

helpful for evaluation of results. 

 

 Positives Negatives 

Actual Positive TP FN 

Actual Negative FP TN 

 

 

Where  

TP = True Positive, 

FP = False Positive, 

FN = False Negative, 

TN = True Negative.  

Accuracy can be calculated using formula 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

 

 
 

Above grapgh shows featurewise analysis using SVM. 

 

VI. COMPARISON AND OUTCOME’S 

SVM when compared with various other algorithms like 

Naive Bayes, Maximum entropy and other shows best 

results [4] and outcomes shows accuracy of SVM is also 

greater than other algorithms. In our work we also included 

Logistic Regression techniques that corporate result for 

binary classification of data using SVM and analyzing result 

of SVM and Logistic regression (LR).Optimization 

problems of linear SVM and (regularized) LR are very 

similar. Only differ is loss function. Logistic regression 

minimizes logistic loss. While SVM minimizes hinge loss. 

SVM tries to find the widest possible separating margin, 

while Logistic Regression optimizes the log likelihood 

function, with probabilities modeled by the sigmoid 

function 

VII. CONCLUSION 

In this paper we have provided concept of priority based 

features for SVM classier for sentimental analysis. We 

proposed a novel way of prioritizing features recommended 

for product review .Future research can focus on sarcastic 

expressions and co-reference resolution.  
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