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l. INTRODUCTION

The secondary type matrices and results related to
secondary type matrices was introduced and discussed in

[1-3]. The concept of y, -orthogonal matrices was
introduced in [4]. Let O ,. be this set of all ¥ -orthogonal

matrices and O, be this set of all s-orthogonal matrices. In
this paper we introduce this concept of s-partial ordering
and derived some results related to y, -orthogonal

matrices. Also we have to discussed this same related to
minus partial ordering.

1. MAIN RESULTS
Definition 2.1. The s-partial order denoted by % is a
relation on R defined by A% B if there exists a A° such
that ASA= A°B and AA® = BA®
Definition 2.2. The Minus Partial order denoted by é is a
relation R defined by A<B if there exists a A~ such that
A"A=ABand AA" =BA"

Definition 2.3 [6]. The lowener s-partial order denoted by
< is a relation R defined by A<B if there exists a B

S S

such that A? = AB.

Theorem 2.4. Let Ae Ozs and SA < AS then A is s-
S

orthogonal.
Proof. Let SA% AS

= (SA)*(SA)=(SA)*(AS)
= A’SSA=A°S AS
= SA' ST SSA=SA™ S SAS
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= S(SA)"A=S(SA)"'SAS
= ASA=S(SA)SA)'S

— A°A=S1S

— A’A=S?

= AA=1 (1)
SA%AS

= (SAXSA)’ =(AS)SA)

— (SA)A’S =(AS)A®S)

— (SA)SA's 'S =(As)sA®)
— (SA)S (SA)™"s = AS(SA°®)
= (SANSA)'SS=A1 A

— 1SS=AA°

= SS=AA°

= | =AA°

From (1) and (2) we have A°A= AA® =1 Therefore
A is y, —orthogonal

Theorem 2.5. Let A, B eOlS and AS = SA, SB =BS
then A%B:AS%BS

Proof. A;B = ATA=A"B and AA" =BA". Take,
ATA=A"B

A'A=A"B

STASSA=S'ASSB

SASSA=SA’SB

ASSA=ASSB
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Pre-multiply by S°
S®*A’SA=S°A°SB
(AS)*(sA)=(AS)*(sB)
(AS)*(AS)=(AS)*(BS)
Take AAT = BAT
AAl=BA™

AS'A’S =BS'A®’S
AS AS =BS A°S
ASA®* =BSA®

S S
Post multiply by

AS A®S® =BS A°S°®

(AS)YSA)® =(BS)SA)®

(ASYAS)® =(BS)AS)

From (1) and (2) we get AS%BS. Therefore

A%B:AS%BS

Theorem 2.6. A<Bif and only if A" A=A Band

AA™ =BA™.Let SA<AS and AcO, |, then

s-orthogonal.

Proof. Let SAé AS
(SA)*(SA)=(SA) *(AS)
Pre-multiply by S
S(SA)*(SA)=S(SA) *(AS)
AS SA = S(SA)(SA)
ASSA=S

Post multiply by S

ASS AS =S?2

ASSSA=S2

ASA=1

By Definition SA< AS
(SANSA) ™" = (AS)SA)™

Pre multiply by A~

A7 (SA)SA)™ = A*AS(sA)™
A(AS)AS)™" =S(SA)™
ATASSIAT =AS

A—l — AS

AA=ASA

| = A%A
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Theorem 2.7. Let A and B be the orthogonal matrices
and A, B eOZ such that AS = SA, SB = BS then
A% B= AS % BS.

Proof. By Definition

ASA=A°B @
SA'S*A=SA’'S'B
STATSA=STATSB
(As)'(As)=(As)"(sB)
@
AA® = BA®
ASA'ST=BSA'S™
ASATS=BSA'S
ASA'ST =BSA'S’
(AS)YSA)" =(BS)SA) )

(AS)AS)" =(BS)AS)
From (1) and (2) we have A% B = AS § BS.

S
Theorem 2.8. Let A BeR, ,, A<B, if and only if

A% = AB, let AeOZsand SA<AS, thenA is s

orthogonal.
Proof .

A’ = AB
(SA)* = (SA)AS)
SASA=SA’S
ASA = A’S
AS A= AAS
SA=AS
A°S =AS
A=A
Theorem-29. For A,BeC,, and S is the

orthogonal matrix with units in the secondary diagonal.
A§B<:> SA%SB@AS < BS

S
Proof.

A<Be A°A = A°B and AAS=BA® (By
definition)

< A®SSA = A’SSB and SAA’S =SBA®S
< (SA)°SA =(SA)°SB and

SA(SA)® =(SB)SA)®

Therefore,
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A% B<o SA%SB
Similarly, we can prove A% B < AS ?BS
Hence, A%B = SA?SB < AS %BS

Theorem-2.10. Let A and B be y -orthogonal and non

negative definite. Then A> < B? iff A<B.

1 VB
2

Example-2.11. Let A= 2 ,
N
2 2

1 0 0 1
B= ,and S =
[0 J (1 Oj

Then A* < B?, butnot A<B.
Corollary-2.12. Let A and B be y, -orthogonal

matrices.

If A<B then AB = BA.

0
Example-2.13. A= (1

0 1
S =
1 0
Therefore, AB = BA.
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