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Abstract - In the modern era extremely deep research is going on in the field of Optical Character Recognition. The 

most challenging part of the research is generation of feature vector to identify characters. Significantly important 

features can recognize the characters with great accuracy. This paper summarize numerous feature extraction 

techniques that would be greatly helpful for the researchers to carry out their work with the diversity of Character 

Recognition Techniques. Considerably important features are independent of font style and invariant of scalability, 

orientation and translation. Decades have been devoted to develop a highly accurate and complete feature vector that 

could recognize the characters with high precision just like humans and present fantastic results. Most of the feature 

vectors generate great results with a few font styles and characters. But still a challenging task is there to recognize 

multi-lingual characters simultaneously and separately in a single document. Therefore it is believed that still scope is 

there to work in this field for generating features that could accurately and efficiently recognize multi-lingual 

characters simultaneously with high precision. 

Keywords-- Optical Character Recognition, Feature Extraction, Patter Recognition, Image Processing, OCR, image 

processing.   

I. INTRODUCTION 

Optical Character Recognition (OCR) describes task of 

identification of characters and numerals from the scanned 

images and converted them to the modifiable form for 

further processing. The earliest research work on CR was 

reported in early 1870 when an image transmission system 

termed as retina scanner using a collection of photocells 

was invented by Carey[1]. 

In the beginning phases OCR was developed to produce 

reading aids for blinds. But now the spectrum of CR 

(Character Recognition) applications become very vast. 

Myriads of applications are using the concept of Character 

Recognition[2]. Though present research on CR is prove to 

be fruitful in case of recognition of bilingual and 

multilingual printed character with more than 95% 

accuracy[3]. Even a lot of research work has been reported 

on hand written characters with considerably high 

accuracy. But most of work is done on western countries 

script. Therefore, there is a huge scope of research work 

on identification of features for multilingual and Indian 

scripts. Nearly twelve different scripts are used to write 

official languages[4]  of India.  

The objective of Character recognition can be achieved by 

the three extremely important steps: Segmentation, Feature 

Extraction and Classification. Out of these the most 

challenging one is feature extraction. The term feature 

extraction refers to the process of collecting extremely 

important character shape related relevant information so 

that vital objective of classifying characters can be 

achieved by a formal procedure. This paper describes 

various feature extraction techniques that would be helpful 

for the researchers to work in the field of Character 

Recognition. Section 1 is just the introductory part of the 

OCR system , Section 2 classify and describe extremely 

important features that could be considered for the 

characters recognition system as well as presented the 

results of experiments conducted in the field of 

CR(Character Recognition) whereas Section 3 Depicts the 

performance comparisons recorded for various features on 

the basis of literature. 

II. FEATURE CLASSIFICATION FOR 

CHARACTER RECOGNITION 

A feature is defined as “image pattern which differs from 

its immediate neighbors” [5]. Some of the extremely 

important characteristics of feature extracting algorithms 

are: Robustness, Accuracy, Repeatability, Generality, 

Efficiency and quantity[6]. 
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Table 1. Depicts the classification of prominent features for character recognition, their sub categories and important 

characteristics.  

Techniques Available for Feature Extraction 

Shape Oriented Features 

  Important Characteristics 

Moment related Features 

Hu‟s Invariant Moments 

 Any character is represented by density distribution function[5] 

 Zernike moments are invariant to rotation and because of 

orthogonal basis, they show minimum information 

redundancy[7]. 

 Hu‟s Moments are Translation, Rotation and Scale invariant [8] 

 The shape and contour of the input image is analyzed for 
recognition purpose. 

 Invariant Moments 

Zernike Moments 

Native features 

Horizontal, Vertical and oblique line types   Here horizontal, vertical and oblique lines that form the 

character are analyzed for the recognition of the characters. 

 The eccentricity reports the degree of deviation from being 

circle. 

  Extent is the ratio of number of pixels in the region to the 

pixels in the bounding box. 

Different types of arcs 

Different types of loops 

Eccentricity 

Extent 

Geometrical Features 

Angular width Calculation 
 Geometric features are constructed by a set of fundamental 

geometric elements like points, lines, arcs, curves, surfaces, 

Blobs etc. 

 Beam Angle Statics (BAS) is a shape descriptor which is 
scale, rotation and translation invariant[9]. 

Area Calculation 

Width Features 

Geometrical distances 

Spatial Relation Features 

Basic Chain Code 

 Spatial Relation pixels are generated from contour pixels. 

 Accuracy of 94% is reported with English and numerals 
using chain code Native features [10]. 

 Chain code techniques preserve the shape information of the 
character and contribute to the data reduction. 

 Vertex Chain Code gives fantastic results for shapes having 
rectangular, triangular and hexagonal cell structures. 

 VCC is also invariant under translation and rotation[11].   

Chain Code Histogram 

Vertex Chain code (VCC) 

Extended Vertex Chain Code 

Variable vertex Chain Code(VCC) 

Complex Vertex Chain Code 

Topology Based Features 

Regular Expression 

 

Non-Shape Based Features 

Feature Name Important Characteristics 

Centroids  Centroid is the Arithmetic mean position of all the pixels contributing the shape of the image.  

 Centroid of an image is allocated near the high density area of the image[12]. 

 Combination of Template matching technique like Normalized Cross Correlation or Dice 

coefficient with suitable decision making algorithm could generate high accuracy model [13] for 
image recognition. 

Spatial Dots 

End Points 

Intersection Points 

Normalized Cross Correlation 

Template Matching 

Dice Coefficient 

Statistical Features  

Crossing Corners  Skewness provides the degree of asymmetry of gray levels around the sample mean. 
Crossing Counts 
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Features related to density  Kurtosis provides the shape of tail of the histogram. 

 Statistical features are suitable if the texture primitives are comparable to those of pixels. 

 Probability distribution describes the distribution of pixel values to define an image pattern. 

 Extent defines the ratio of the area of the character to the area of the bounding box in which 

character is enclosed. Recognition with extent is not a appreciable approximation. 

 Crossing corners and crossing counts are the prominent features to infer the contents of an image. 

 

Features related to longest run length  

Peak extent features 

Mean, Standard Deviation, Variance, Skewness, 

Kurtosis  

Euler Number( Number of holes in an image) 

Hole parameters 

Holes‟ position 

Probability Distribution 

Projections 

Profiles 

Shadow related Features 

Author’s compilation from different sources 

Broadly speaking, there are two types of features: Shape 

related features and non-shape depending features. Shape 

related features should be equipped with certain vital 

characteristics: identifiability, noise resistance, reliability 

and translation, rotation as well as scale invariance for 

instance. Non-shape depending features include statistical 

information of the characters, number of holes, 

projections, intersection, template matching and many 

more. 

A Shape-Based features 

These features should meet the requirements of 

completeness, compactness, simplicity,    stability, large 

scope and uniqueness[14]. Statistical Independence, 

occultation resistance, identifiability are the essential 

properties of Shape-Based features. Occultation resistance 

means when a part of the object is concealed because of 

some reason, the features of the remaining part must not 

change. Shape-dependent features are divided into four 

sub-categories viz. Moment related features, Native 

features, Geometrical features and spatial relation features. 

Moment related Features  

Moment-related features are proposed to be pattern 

sensitive features in the field classification and recognition 

applications. Moments based features analyze the 

distribution of various pixels in the image relative to a 

fixed point. Since distribution of various pixels relative to 

a fixed point in the image is invariant under rotation, 

scaling or translations. So better results of recognition 

could be expected. This section presents a few papers from 

literature which have made use of Zernike moments, Hu‟s 

invariant moments and invariant moment of character 

recognition.   

A general expression for regular moment of order (p + q) 

can be represented by the moment function  

mpq  = ∫ ∫ x
p 
y

q 
f(x, y) dx dy 

Here f(x, y) is the image intensity function. 

For a digital image, translation invariant moment is given 

by 

μpq = ∑∑ (x − xc)
p
(y − yc)

p
f (x, y)  

Here, xc = m10/m00 and yc = m01/m00 are the co-ordinates 

of the centroid. 

Paper [15] describes an approach based on modified 

invariant moments for character recognition in multi-font 

English characters. B. V. Dhandra et al. reported an 

accuracy of 99.75% with 3640  Capital letters English 

characters and 99.56% with 3640 small letters English 

Characters [15]. In paper [16] Kale et al. reported average 

accuracy of 98.37% and 95.82% with basic devnagari 

characters using Zernike moments. The character image to 

be recognized is splitted into nine zones of equal size and 

then zernike moments based features are extracted from 

these zones. These features were applied to Support Vector 

Machine and K-Nearest Neighbour for classification  and 

testing purpose. Successful result of more than 95% 

accuracy was reported. In case of compound devnagari 

characters this paper reported an average accuracy of 

98.32% and 95.42% with SVM and K-NN respectively. 

Dan L. Lacrama reported an accuracy of 93.75% in paper 

[17] by considering mixed moment sets Hu‟s, Zernike and 

Affine moments.  

 Native Features 

 Native features include various line types, their 

orientations, arcs present in the characters, number of 

curves and their types, number of loops etc. These features 

can be obtained by thinning the character input image to 

one pixel. In paper [18] Raja and John extracted horizontal 

and vertical lines with respect to the centroid from Tamil 

characters and termed as HLAC for horizontal line above 

centroid and HLBC for horizontal line below centroid. 

Similarly vertical lines are classified as VLRC and VLLC 

for vertical line to the left side of the centroid and vertical 

line to the right side of centroid. The input character is 

then dig for curves and these curves were classified as 

curve-1, curve-2, curve-3, curve-4. Afterwards small loops 

and big loops were extracted using chain codes and 

classified as small loops above centroid, small loop (SL) 

below centroid, big loop above centroid (BL) and big loop 

(BL) below centroid. These 12 extracted features were 

applied to BPNN, SVM and DT classifiers as inputs. 

95.09% recognition was reported using novel hybrid 

decision tree. A new method of recognition of hand 

written Chinese characters was proposed by Lu et al. in the 

paper [19]. A structural representation called hierarchical 

attributed graph representation (HAGR) was proposed and 

an accuracy of 90.45% was reported. 



International Journal for Research in Engineering Application & Management (IJREAM) 

ISSN : 2454-9150    Vol-05,  Issue-02, May 2019 

530 | IJREAMV05I0250157                          DOI : 10.35291/2454-9150.2019.0088                     © 2019, IJREAM All Rights Reserved. 

 

Spatial Relational Features 

These features are extracted by the analysis of neighboring 

pixels in the image as they use location/spatial information 

of the image. Local Binary Pattern (LBP), Chain Code, 

Vertex Chain Code(VCC), Topology based features, 

variable VCC, regular expression and chain code 

histogram are some of the instances of spatial relational 

features that can be used for efficiently recognition of 

images. H. Tirandaz et al. in paper [20] proposed a new 

approach based on morphological structure for Arabic 

characters identification. Their method is based on center 

of mass which is invariant under scaling, orientation and 

translation. In addition, topology based features like 

intersection pixels, masking the intersection of loops and 

ends points are considered for recognition. An accuracy of 

92% was reported by the method proposed. In paper [21], 

Sebastian et al. proposed a novel-frame work for object 

recognition using the concept of edit shock graph of 2D 

shapes. According to the proposed approach, the given 

shape is divided into equivalent classes. The shapes having 

similar shock graph are considered to be equivalent. 

Accuracy rate of 100% is reported in top three matches 

with two distinct databases of 99 and 216 shapes. In paper 

[22] a hybrid approach for classification of Devnagari 

characters using minimum edit distance, regular 

expression and chain code features, proposed by 

Deshpande et al. The given character was converted into a 

chain code and it is matched with regular expression. 

Minimum edit distance classifier is then applied to 

unmatched results. Using samples of 5000 dataset items 

accuracy of 82% was reported. Liu et al. in paper [23] 

proposed three updated and improved version of chain 

codes: Extended Vertex chain code(E_VCC), variable 

length vertex chain code (V_VCC) and the last one is 

compressed vertex chain code (C_VCC). The proposed 

compressed vertex chain code is based on Huffman 

method. From the literature it is reported that C_VCC is 

the most efficient and it uses lesser number of bits as 

compared to others.   

Geometrical Features 

Geometric features are composed of set of fundamental 

geometric primitives like points, curves, lines and arcs or 

surfaces, for instance. They include edge features, corner 

features, Blobs, perimeter calculations, area calculations, 

angular width and perpendicular distances etc. Vikas J. 

Dongre and et al. in the paper [24] proposed an approach 

to recognize Devnagari numerals using seventeen 

geometric and structural features. It is reported that 

combination of classifiers offer better results over 

individual classifiers. Average accuracy of 81.67% is 

reported for 1500 images of Devnagari numerals. In paper 

[9] Arica and Yarman Vural proposed shape descriptor 

based on beams originated from a boundary point. Beam is 

the line obtained by joining a point on the boundary to the 

rest of the points on the boundary. Then angle between a 

pair of beams is calculated to extract the topological 

structure of the boundary. A shape descriptor using third 

order statistics called Beam Angle Statistics (BAS) of all 

beam angles was proposed. It must be noticed that BAS is 

invariant to rotation, scaling and translation. In paper [25] , 

Iqbal et al. proposed a novel algorithm called Radial 

Sector Coding (RSC) to extract features which are 

translational, scale and rotation invariant. Each character 

image is divided into sectors considering centroid as center 

to the boundary points called cut points. Normalized 

distances are calculated to the cut points using maximum 

distance. 98.6% accuracy was reported by using Multilayer 

Feed Forward Artificial Neural Network (ANN). Asaari 

and Rosdi in paper [26] proposed a new geometric for the 

infrared single finger image recognition system. Two 

features: finger widths and fingertip angles after extraction 

are transformed into frequency domain using Discrete 

Fourier Transformation (DFT) to make them translation 

and rotation invariant. The new feature sets obtained from 

DFT are blended by concatenating them into a single row 

vector called “width and fingertip angle”. Significantly 

high success rate was found in the proposed method.  In 

paper [27], Pal and Tripathy proposed a novel scheme for 

the recognition of multi-sized and multi-oriented isolated 

characters of printed scripts. Distances between the 

centroid and outer contours of the characters are calculated 

and re-arranged to achieve size and rotation invariant 

features. Success rate of 97.8% and 98.1% was reported 

for Bangla and Devnagari characters.    

B Non Shape-Based features 

Non shape-based features recognize the images in terms of 

mathematical values. These features may include centroid 

of the character image, Intersection points, end-points, 

normalized cross correlation, dice coefficient, template 

matching etc. Statistical features for instance mean, 

standard deviation, kurtosis, hole number, location of hole, 

probability distribution, projection, profiles, density based 

features all comes under the category of statistical features. 

Some of these features are used in combination with other 

features for describing a character accurately.  S. Abirami 

et al. in paper [28] proposed six statistical features 

extracted from character boundaries to classify the Tamil 

hand written characters using symbol modeling HMM. 

Ten different samples for each of the 60 Tamil characters 

were collected to perform the experiment and result with 

85% accuracy was reported. In paper [29], Swapnil Desai 

et al. proposed a method for character recognition that 

used template matching approach. It is observed that 

template matching when applied with ANN accuracy of 

91.82% was reported. Nazanin Sadat et al. in paper [13] 

presented mathematical basis of template matching 

techniques and various matching algorithms. It is also 

proposed that template matching should be accompanied 

with post classification or decision making step in order to 

achieve the high degree of accuracy. Furthermore, it is 



International Journal for Research in Engineering Application & Management (IJREAM) 

ISSN : 2454-9150    Vol-05,  Issue-02, May 2019 

531 | IJREAMV05I0250157                          DOI : 10.35291/2454-9150.2019.0088                     © 2019, IJREAM All Rights Reserved. 

 

added that feature based methods are applied when 

structural information instead of intensity information is 

available and template matching is always applied in 

combination with other algorithms so that desirable results 

could be achieved. 

Composite/Combined Features 

Composite features may be defined as the coupling of 

shape-oriented and non-shape oriented features. Generally 

to increase the degree of accuracy, both of these features 

are used in combination. In this section, few papers from 

literature which are using the composition of shape 

oriented and non-oriented features are discussed. A 

character recognition system for Kannada, Malayalam, 

Tamil ,Telugu and English printed characters was 

proposed by Manjunath Aradhya et al. [30]  Principal 

Component Analysis (PCA) and Fourier transform which 

are the classical feature extraction and data representation 

techniques used in the proposed method. Average 

accuracy of 95.1% recognition was reported with 137,500 

character dataset. N.R Soora et al. proposed two novel 

geometrical features extraction techniques for English 

letters and numerals. Two types of geometrical features 

and a statistical crossing count feature were extracted with 

the help of horizontal, vertical, right diagonal, and left 

diagonal scan lines and centroid of the character to be 

recognized. The first feature vector computed the global 

shape of the input character by computing the angle 

between the extreme end points and the second feature 

vector is developed by finding the angle between the lines 

joining the centroid of the given character to the points of 

Intersection of the scan line touching the border of the 

character. Accuracy of 98.8% was reported by them in the 

proposed method with 741 media-lab bench mark 

database. 

Kahan et al. in paper [31] proposed a composite approach 

called Line Adjacency Graph(LAG). In the proposed 

method several techniques were combined to improve the 

recognition rate of printed roman alphabets of any font and 

size. With the help of LAG-traversal approach for 

thinning, myriads of binary features like: number of holes, 

expected size and location of holes, concavities in skeleton 

structure, strokes crossing, for instance could be generated. 

These binary features then applied to statistical Bayesian 

classifier and recognition of 97% was reported in case of 

six different fonts and 99% in case of single font.  In paper 

[32] Ping and Liuhi proposed classification system 

composed of Neural Network and Decision tree classifiers 

to recognize hand written numerals. In this hybrid 

classification system geometrical features of a characters 

are elaborated in details. After developing and extracting 

global features, a novel floating feature detector was 

developed. Global features included were width features, 

middle line feature, concave features and point features 

.The given work was tested with two data sets comprises 

of 7500 characters. Success rate of 97.85% was reported. 

Garain and Chaudhuri in the paper [33] presented an 

approach for online understanding of mathematical 

expression. The proposed method comprises of two 

extremely important stages: symbol recognition and 

structural analysis. To identify spatial relationships among 

symbols, myriads of online and offline features were used 

in structural analysis phase. For getting the high degree of 

accuracy two different classifiers were used. For the 

recognition of symbols the proposed method used 

neuromotor feature of handwriting. The experiments were 

conducted with a dataset of expressions count to 5500 

expressions and accuracy of 74.92% was reported. Arica 

and Yarman Vural presented a review of offline 

handwritten character recognition approaches from the 

literature in paper [34]. 

Firstly the historical views of Character Recognition were 

presented, then available Character Recognition 

approaches with their strengths and weakness were 

reviewed and finally the current status was discussed for 

the researchers in the field. Four extremely vital 

approaches for characters Recognition: Template 

matching, Statistical techniques, structural analysis and 

Neural Network with their superiorities and weaknesses 

were unveiled for the researchers.    

Table 2: Performance comparison of composite methods with accuracy[35] 

S.No Features Test Data Size of Test Data Accuracy  Reference 

1 Composite features 

E, H, and Bengali words : 4800 75% [36] 

E (CAS Database) characters: 3179 75.3% [37] 

(CEDAR DATABASE) -- 80% [38] 

E (BAC Database) characters: 2183 84.57% [40] 

D characters: 1600 86.5% [42] 

H and E characters: 6600 95.4% [53] 

E, Chinese & N characters: 10,000 95.41% [54] 

N, E Kana and Chinese characters: 8493 97.88% [63] 

Chinese, Japanese, N  --- 92% [50] 

2 
Native features as well as Neuromotor 

characteristics 
Mathematical symbols  

mathematical 

expressions: 5500 
74.92% [33] 

3 
Native features B characters: 23550 97.06% [62] 

Native features N characters: 52466 99.4% [51] 

4 Native features & centroid features Tamil characters: 1000 100% [43] 

5 
Crossing corners with left and right 
diagonal scan lines 

E  Characters: 650 84.52% [39] 

6 
updated trellis diagrams, Hamming distance 

and Viterbi features 
Kannada Characters: 650 85% [41] 
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7 -- E & N images: 1287 89.1% [43] 

8 
moment based lower and upper profiles, 

Density of pixels 
D N Characters: 2460 89.68% [44] 

9 

Composite features(vertex points, moments, 

density of pixels & horizontal Zero 

Crossing) 

D -- 90% [45] 

10 Shadow features and chain code histogram D Characters: 2460 90.74% [46] 

11 
Improved projection profiles, translational 

statistical features  
E Characters: 2460 91.38% [47] 

12 
Patter of foreground as well as background 

pixels in  angular and radial directions 
Kannada pages: 16 91.56% [48] 

13 Template matching Telugu Characters: 2524 92% [49] 

14 -- Digits Characters: 11,791 94.7% [51] 

15 Wavelet Features Kannada -- 95% [52] 

16 -- 
Kannada, Telugu, Malayalam 
& E  

characters: 137,500 95.1% [30] 

17 
Crossing counts and peripheral background 

area ,Contours directional counts.  
E and N Characters: 1248 95.7% [55] 

18 Composite features Arabic numerals characters: 1000 95.80% [43] 

19 
Strokes, run number based, water overflow 
for reservoir features 

Oriya  -- 96.3% [56] 

20 
Octant, centroid and longest run length 

features as well as shadow features 
B N characters: 2000 96.67% [57] 

21 Variable gray levels and projection profiles E & N characters: 400 97.2% [58] 

22 
Moments, projects, profiles and Native 

features 
E   characters: 5274 97.4 % [59] 

23 -- Chinese  characters: 13053 97.4% [60] 

24 Ratio of foreground pixels E and N images: 805 97.52% [61] 

25 Local and global features N characters: 7500 97.85% [32] 

26 Horizontal & vertical projection histogram E and N characters: 241 97.9% [64] 

27 
Class conditional probabilities and chain 

code histograms 
B characters: 4000 98.05% [65] 

28 Chain code and gray scale projections N characters: 6400 98.1% [66] 

29 
CCs triangle area calculation and 
perpendicular distance features 

D, Marathi and E characters: 30000 98.5% [3] 

30 Projection and Chain codes E and N images: 10000 98.51% [54] 

31 Statistical and spatial relational features E and N characters: 196000 98.75% [31] 

32 
Chain code, angular width and geometrical 
features 

E and N characters: 6584 98.8% [37] 

33 
CCs, Perpendicular distances and triangle 

area calculation  features 
E and N characters: 6584 99.03% [3] 

34 
Statistical features, Structural and template 
matching approach 

B -- 99.10% [67] 

35 
Angular information obtained from external 

and internal contour of pixels 
B and D characters: 7515 99.18% [27] 

36 Contour & Structure encoding feature Numerals characters: 77,702 99.4% [68] 

37 Row and column nanograms English characters: 4084 100% [69] 

Note: E-English, H-Hindi, B-Bangla, D-Devanagari, H-Hindi, N-Numerals 

Author‟s compilation 

 

CONCLUSION 

In this paper, extremely important features that can be 

considered for attaining high degree of character 

recognition accuracy are reviewed from the literature. On 

the basis of the approaches used, these features are 

classified as Shape-oriented features, non-shape oriented 

features and composite features. Some of the important 

characteristics of these features were also presented to 

understand the vital parameters for getting desirable 

results. Composite features also termed as hybrid features 

which are used in combination with other algorithms and 

their success rate of recognition are reported from the 

literature. 

FUTURE WORK 

From the literature it is found that not much research is 

submitted in the field of printed and handwritten Indian 

scripts in combination with Roman characters. 

Though, much effort is done in the recognition of 

individual scripts: Devnagari and Roman characters for 

instance, but printed Devnagari scripts and Roman 

characters in combination does not provide desirable 

recognition results. There are a few OCR systems that 

could recognize text containing Devnagari and Roman 

printed characters simultaneously with high degree of 

accuracy, but still some gaps are there to be worked upon. 
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