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Abstract:  Over 30% of the accidents happening all over the world are due to lack of driver alertness. Due to various 

accidents, there is an annual loss of over tens of billions each year. There is a need for driver assistance system to 

prevent the accidents, which occur due to the lack of alertness of the drivers. Researchers have been working on 

creating a reliable system for over a decade to alert the driver in time and avoid accidents. This can be achieved 

through the various detection techniques, most of which are being implemented in the next generation vehicles. The 

driver alertness detection can be divided into two groups; Visual Methods which focuses on gathering information 

through observing the driver’s face via camera and tracking Percentage of eye Closure(PERCLOS) and Yawning, it 

can also be used to detect driver distraction. Non-Visual ways such as Physiological Signal (HRV, EEG, ECG, EOG) 

which uses body signal to analyze driver’s alertness levels. In addition, Vehicle based features in which we take note of 

the vehicle movements such as lane keeping, braking, and acceleration. In this paper, we have conducted a 

comprehensive study of aforementioned groups and give out an estimation of their accuracies and limitations. 

Keywords —Advanced Vehicle Safety, Commercial Systems, Driver Alertness, Driver Safety, PERCLOS, Physiological Signals, Vehicle 

Based anomaly 

 

I. INTRODUCTION 

Driver Alertness detection is an important factor on 

which automobile companies are working. According to 

National Sleep Foundation’s survey in America over 60% 

of American have had an experience of being sleepy while 

driving and 37% have admitted to have fallen asleep while 

driving. According to the U.S National Highway Traffic 

Safety Administration, every year approximately 100,000 

traffic accidents take place due to drowsiness of drivers. 

This has caused over 1,550 deaths, 71,000 injuries which 

ended up in an estimated of 12.5 billion monetary losses. 

These figures are not the actual values which represent the 

number of accidents occurring as various accidents go 

unreported and are never recorded [1]. The drowsiness of 

drivers results in 7% car crashes in United Kingdom and 

3.9% in Norway [2], [3]. Majority of the driver drowsiness 

related car crashes, approximately 80% of them happen 

when driver loses control over the car, drives off road or 

smashes into something like the car ahead or the lane 

dividers [4]. The Government of various countries have 

implemented various laws to decrease the number of 

accidents such as mandatory rest on long duration journey. 

However, these laws and precautions are not enough to 

decrease the number of accidents. Therefore, researchers 

are trying to develop a system which will monitor the state 

of driver in real time and alert the driver of his state, be it 

drowsiness or distraction. Such systems are termed as 

Advanced Driver Assistance System(ADAS), Driver 

Inattention Monitoring System, Driver Alert Control System 

[5], [6], [7], [8]. 

There are various ways to detect the alertness level of the 

driver. This can be divided into distraction of the driver and 

the drowsiness level. The alertness of the driver is related to 

the symptoms which can be measured through eye 

movement, facial expression, heart rate and brain activity 

[9], [10], [11], [12], [13], [14]. The researchers have 

divided the problem at various levels based on the area that 

is monitored, to detect these conditions. They have been 

divided into visual and non-visual detection techniques. 

Visual features involving eye movement measurement is 

used for detection of drowsiness based on PERCLOS, 

which was developed by W.W. Wirewille [15], [16]. 

Whereas the Distraction can be detected using the Head 

position and Pupil Activity of the driver and where driver is 

looking [17]. Facial Expression of the Driver varies when 

the driver is drowsy compared to the alert state of the 

driver. Detection of Yawns is also a good way to detect the 

drowsiness level of the driver [18], [19], Heart Rate is used 

indirectly to detect the autonomic nerve activity as heart 

rate reflects the autonomic nerve activity and is influenced 

when people are drowsy [20]. Heart rate measurement falls 

under the Physiological Signal section. These include brain 

activities, which can be monitored through the measurement 

of the EEG, ECG, EOG signals. These signals have 

produced very accurate detections as the bio-signals are 
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directly related to the drowsiness levels. Other than Bio-

Signals the non-visual factor that can be consider are the 

driving pattern and the parameters such as steering wheel 

angle, Standard Deviation of Lateral Position(SDLP), 

abrupt Acceleration and deceleration, Galvanic Skin 

Response and Conductivity, Steering wheel grip pressure 

and body temperature. These parameters can also be used 

for the detection of drowsiness and alertness of the driver 

[21]. Some of these systems are developed under simulated 

conditions and the real life conditions vary compared to the 

simulated ones. There are some commercial systems which 

have been designed for the alertness monitoring and 

drowsiness detection. 

The organization of this paper is as follow. In Section II 

we discuss the Vehicle movement monitoring and the 

methods which can be used for detection of the driver’s 

alertness. We are also looking in the disadvantages of 

Vehicle state monitoring systems. In Section III we discuss 

the Physiological methods for detecting the drowsiness or 

inability of the driver to driver the vehicle. We also shed 

some light on some of the disadvantages or limitations of 

the physiological signal. In Section IV we discuss the about 

how we can detect the driver’s drowsiness based on the 

visual features of the face. The merits and demerits are 

included. In Section V we discuss the Commercially used 

Systems which are being implemented today. In Section VI 

we propose a fusion of the techniques to overcome the 

drawbacks of the currently existing methods. 

Figure 1 

The below figure shows the subdivisions of the Drowsiness 

Detection System 

 

II. DRIVER DROWSINESS DETECTION BASED ON 

VEHICLE MOVEMENT  

This category involves techniques which are dependent 

on driver’s driving behavior. This includes Steering Wheel 

Movement(SWM), Lane keeping, acceleration pedal 

movement and braking which can help to recognize the 

driver’s drowsiness levels [22], [23], [24], [25], [26], [27], 

[28], [29], [30], [31], [32]. The two important factor that 

are used in vehicle movement based drowsiness detection 

system are Steering Wheel Movement (SWM) and standard 

deviation of lane position [33], [24], [26]. The SWM is 

measured using steering angle sensor mounted on the 

steering column and few micro-corrections are needed for 

the small road bumps and crosswinds. With increase in level 

of drowsiness, drivers tend to reduce the number of micro-

corrections [33], [24]. SWM is being implemented but the 

implementation is very limited as it works well only in 

certain environmental conditions and are too dependent on 

geometric characteristics of the road [28], [29]. In [62] they 

proposed an algorithm which is based on the fact that 

human body conducts current. They used a conducting wire 

on a non-conducting steering wheel of vehicle and by using 

an Analog to Digital Converter(ADC) and connecting it 

through a transistor which act as a switch. The grip pressure 

on the steering wheel is measured in terms of current 

flowing through the designed circuit. When the current 

flowing through the circuit goes below a certain threshold 

alarm is generated as drowsy drivers tend to have loose 

grips. In [63] the author has taken three cues which includes 

(weaving, drifting, wide turns), (sudden acceleration, 

braking), (driving on wrong side of the road, driving 

without headlight). He has used statistical information for 

these cues and when multiple cues match the driving 

pattern, probability of the driver being drunk or fatigued 

becomes high. This is achieved through using four major 

parameters which can be detected via accelerometer of 

smartphones, these parameters being Longitudinal 

acceleration, speed control, lateral acceleration and lane 

position. However, it also creates a problem as smartphones 

need to be kept at static location and should not move much 

for good accuracy.  Sometimes vehicle can become unstable 

due to slip or traction which is a dangerous condition and 

driver should be warned of it and some system are designed 

for this purpose as well. The Standard deviation of Lateral 

Position (SDLP) is used to detect the car’s lateral positon. A 

camera records the lane data and a software analyzes it to 

compute the car’s position relative to the roads middle lane 

[30], [31]. When the car’s lane is found to be faulty it alerts 

the driver. SDLP systems have some limitations that are 

caused by external factors namely quality of good road 

markings, weather conditions and lighting conditions. These 

methods are not very reliable as the driving pattern of the 

drivers differ across the world. The driver’s skill is another 

factor which can’t be accounted for using these methods. 

And various other factors also affect such systems which 

range from vehicle characteristics, road conditions, vehicle 

speed. When the vehicles are equipped with sophisticated 

systems which can monitor the entire environment like 

those in the self-driving car models, the vehicle based 

feature will have much higher accuracy in preventing 

accidents all together. However, those sophisticated 
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techniques are not yet available for the general population 

and might take some time. Thus, these methods have not 

been able to give a robust solution to the problem till date. 

In future as vehicles become more smart we might see some 

significant changes with their contribution to the ADAS. 

III. DROWSINESS DETECTION BASED ON 

PHYSIOLOGICAL SIGNALS 

Physiological signals are generated by the body during 

the functioning of various physiological activities. These 

signals hold a lot of information about what is happening in 

our body which can be extracted. Hence these signal can be 

used to detect the drowsiness state of the driver and help in 

warning the driver before he is on the brink of sleep. Some 

examples of Physiological Signals are 

Electroencephalogram (EEG) and Electro-oculogram 

(EOG) which also gives additional information about the 

emotional state of the driver. This information is termed as 

psychophysiological index. When we are sleepy, the 

activities of delta wave and theta waves in our brain 

increases substantially and the activity of alpha waves are 

increased slightly [34]. EEG is accepted as an indicator of 

the transition between the different sleep stages by 

researchers [35]. The EEG signals are used to detect the 

drowsiness levels in simulated and real driving 

environments and have produced good results. Although the 

EEG signals are accurate but one major issue is the noise 

and artifacts which are unavoidable. We use Fast Fourier 

Transform(FFT) and Discrete Wavelet Transform(DWT) to 

extract the required feature. Then the extracted feature is 

passed through Machine Learning classification algorithms 

to get the drowsiness levels [34], [36], [37], [38], [39], [40]. 

The use of EEG makes the driver drowsiness detection 

system intrusive, which can be uncomfortable due to micro-

electrode or other signal recording devices being attached to 

the body of the driver. A study on single channel of EEG 

signal showed that Artificial Neural Network(ANN) 

performed better than Support Vector Machine(SVM) [41]. 

Although they tried to reduce the uncomfortability of the 

driver by using one channel reading, it is still not enough. 

During long journeys driver’s sweat may result in improper 

signal reading which will lead to inaccurate prediction. And 

longer journeys are more prone to accidents due to 

drowsiness. Use of Steering Wheel grip to get the Heart 

Rate by placing a sensor on the steering wheel was also 

proposed. However, this will fail to get good read of the 

heart rate when a driver loosens his grip on the steering 

wheel as many drivers keep the grip loose throughout the 

driving. This method might turn out to be effective while 

using smartwatches which come with heart rate monitoring 

sensors. Another factor that must be considered while using 

this method is that the age variability of the driver and the 

physical and medical conditions, which will affect the signal 

being received. The medical conditions of the various driver 

must be inputted for accurate prediction using this method. 

And it is practically not possible to keep the system updated 

with the latest medical condition of the driver. Some of 

these medical conditions might make driver unfit to drive 

but most medical conditions don’t cause much issue. One 

more factor that hasn’t been taken into consideration is the 

cost of the electrodes which will be used for detection of 

these signals. Keeping the previous issue asides these 

methods will be more effective for motor bikes as they 

require helmet which can have these electrodes installed. 

The heart rate monitoring can be done via smart watches 

which are becoming common these days. Getting EEG 

signals in other vehicles will still cause a lot of discomfort 

to the driver. Hence making this method ineffective under 

many circumstances.  

IV. DRIVER DROWSINESS BASED ON VISUAL 

FEATURES OF THE DRIVERS FACE 

The Visual Features which can be of help for the 

detection of the drowsy state are Eyes and Mouth. The eyes 

are the main focus of the researchers and they have used 

benchmark values of the eye blinking, eye closure rate. For 

mouth, the detection of yawns is an important factor in 

drowsiness detection. These methods are non-intrusive and 

does not cause any uncomfort to the driver. Researchers 

have been trying to develop a generalized system that can 

be used by most people. There are new and efficient 

algorithms being developed for face recognition which 

don’t require high computational power and can be used on 

vehicle easily. These methods are also cost efficient and can 

be installed externally as well on low end vehicles.  

There are various proposed algorithm which produced 

high accuracy but due to lack of a benchmark dataset the 

result cannot be treated valid for every situation and cases. 

The lack of a benchmark driver drowsy datasets in real-time 

is one of the big issues with this method. Most researcher 

have used different datasets and worked under simulated 

environments which can never produce the real time effects 

[49]. Another factor which affects this method is the 

obstruction of features, when people wear sunglasses eyes 

cannot be detected and various lighting conditions needs to 

be accounted for. The various proposed algorithm with 

good accuracy also require a high processing power to 

process the image and detect drowsiness which is hard to 

implement in vehicle. PERCLOS only works when the 

driver is not wearing glasses. Also it doesn’t account for the 

fact that when driver is extremely sleepy they may fall 

asleep with their eyes open. However, among all the method 

of drowsiness detection, Visual methods cause least 

inconvenience to the driver and have acceptable accuracy 

but it also has its own challenges. The comparisons among 

the various algorithm is mentioned in the later section of 

this part along with their advantages and disadvantages. 
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Table 1 contains the comparison among algorithms. Some 

of the algorithm are explained in their respective sections. 

Figure 2 

The flowchart below shows a general model of Visual 

Based Driver Drowsiness Detection 

 
TABLE 1 

The Table below shows the various algorithm and their 

accuracies along with advantage and disadvantage 

 

A. Face Detection 

Face detection is the preliminary step of the driver 

drowsiness detection as face contains all the clues we need 

to predict the drowsiness. A fixed camera is mounted in the 

vehicle near steering wheel. It captures the images or video 

of the driver. If the image or video frames that are being 

capture are not very clear the algorithms will fail to detect 

the face. Under such circumstances the system will not 

remain effective. To solve this problem, we can apply 

various image processing techniques to make the face more 

visible for the system. During night time we can make use 

of IR camera for clear image. Face is detected through 

Viola Jones algorithm [42] is used mostly due to its high 

performance for frontal and few lateral face positions. This 

algorithm was developed in early 2000s when the 

computational power wasn’t high and this is still an 

effective algorithm for face detection which is being used in 

multiple devices. The training time for this algorithm is high 

but the detection time is significantly reduced. The Viola 

Jones algorithm uses Haar-like features, that is, a scalar 

product between the image and some Haar-like template. It 

scans the input matrix to detect something close to the 

template, which are related to eyes, nose and mouth. This 

algorithm is not very effective under bad lighting conditions 

so filtering of image must be done beforehand. Even though 

this algorithm is faster and puts less computational load on 

the system compared to the various deep learning 

techniques. To complement the speed of this algorithm 

AdaBoost has been used in a lot of researches. AdaBoost, 

short for Adaptive Boosting, was the first practical boosting 

algorithm proposed by Freund and Schapire in 1996. It 

focuses on classification problems and aims to convert a set 

of weak classifiers into a strong one which helps in Viola & 

Jones algorithm a lot. The AdaBoost algorithm makes sure 

that the algorithms with less than 50% accuracy also 

contributes to the output. However, an algorithm with 

exactly 50% accuracy will create problem as it cannot have 

any effect according to the equation of the AdaBoost.  

There is a huge variation in face which may make the 

algorithm less robust. So [43] proposed a color based 

Algorithm which detects the face based on the color of the 

face with respect to its surroundings after applying some 

filter it extracts the face. They used the Hue Separation 

Value(HSV) for separating face from other areas in the 

image as hue values exhibit the most noticeable separation 

between skin and non-skin areas. After that they used 

YCbCr color space as Cb-Cr color-space is a strong 

determination of skin color and it has default ranges. The 

algorithm then highlights the skin location and same 

technique is applied to detect eye. The symmetry of the eye 

is checked to verify the face detection. Once face is 

detected, it is stored as a template for Kalman filter motion 

tracking. This algorithm keeps track of the face by matching 

the pixel values of the matrices and matching it with the 



International Journal for Research in Engineering Application & Management (IJREAM) 

ISSN : 2454-9150    Vol-05,  Issue-06, Sep 2019 

188 | IJREAMV05I0654056                          DOI : 10.35291/2454-9150.2019.0440                    © 2019, IJREAM All Rights Reserved. 

 

matrix pixel value of template that is stored earlier. The face 

is constantly being tracked using the template and when 

correlation of template and image falls below a certain 

threshold the system loses track of the face. Many have used 

Machine learning algorithm for feature extraction. [44], 

[45] proposed VGG-FaceNet and Long-Term Recurrent 

Convolutional Networks(LRCN) respectively. However, 

these algorithm requires high computational power so these 

might not turn out to be a viable solution in low end 

vehicles. 

B. Eye tracking 

The YCbCr color-space for Eye is very different from the 

rest of the facial area. The color difference is used to detect 

eye in color-space based methods. When using the Viola 

Jones algorithm, the two rectangular boxes are formed when 

the template is matched. We can also use circular Hough 

transform on the rectangular boxes to detect pupils and 

check whether the eye is closed or open, this is an 

alternative approach for eye tracking with low 

computational load on the system. After detection of nose, 

mouth and other facial features a cross checking is done 

using symmetry for the face. Eye state analysis is most 

commonly used technique for drowsiness detection. 

Percentage of Eye Closure (PERCLOS) is measured after 

detection of the eye region, it is treated as Region of 

Interest(ROI) and when the eye is closed over 80%, it can 

be said that driver is drowsy. Let Na be the number of eye 

frames which belongs to the open or attentive category out 

of Nm number of eye frames captured in a minute. Hence 

(Nm − Na) is the number of eye frames belonging to the 

inattentive category. Then PERCLOS value per minute is 

 

The aforementioned equation is used to calculate the 

PERCLOS. Eye Monitoring can also give us blink 

frequency of the driver which can help us evaluate the 

driver’s drowsiness state. According to [46], [47] when 

driver is not sleepy, the proportion of close eye frame is less 

than 30%. The normal blink frequency of a person is 10-15 

times per minute but when they are drowsy the blink 

frequency is higher than 25 times per minute or lower than 5 

times per minute the driver is considered to be fatigued 

[48].  However, there are no appropriate algorithm when the 

driver is wearing sun glasses. During such situations we 

might have to depend entirely on Yawns, Physiological 

signs and vehicle based anomaly 

C. Mouth tracking 

Using Viola-Jones algorithm we detect the mouth by 

matching the lips template which is just below the nose 

rectangular box. Detection of mouth is also key factor for 

the drowsiness detection system. For detection of yawning 

we need to first detect the lips. [43] proposed that the color 

difference between lips and face is obvious. The lip region 

has the red component as strongest and blue as weakest 

component. Using this fact, we can easily detect the lips. 

Once the detection part is done, next comes the tracking 

part and the YCbCr color-space will have very different 

from color inside the mouth as compared to outside. Even if 

we don’t consider the color-spatial difference. Yawning can 

be detected by detecting the large hole or opening on the 

face near the lip area. Moreover, the color inside the mouth 

is completely different from other facial areas as mentioned 

before. We can also detect the upper lip and lower lip and 

use their separation beyond a certain threshold as sign of 

yawning. This can be achieved by measuring and tracking 

the vertical and horizontal component detected on the lips. 

When we yawn the distance between the edge points of the 

horizontal component decreases while the distance between 

the edge points of the vertical component increase. In 

general, when people are drowsy the yawn usually last 5 

seconds. While during non-drowsy state it won’t last as 

long. Using these clues, we can predict drowsiness level 

based on yawning. 

 The deep learning approaches are very demanding 

when it comes to computational power and fulfilling these 

requirements on vehicle is often very difficult especially on 

low end vehicles or old vehicles. So we have not discussed 

much of the deep learning approach in this literature. 

V. COMMERCIAL DRIVER DROWSINESS 

DETECTION SYSTEM 

There are various algorithms and systems already being 

used to detect the drowsiness of the drivers and make the 

driving safe. These systems have been developed by the 

automobile industry and other independent companies. 

 Lexus and Toyota developed driver monitoring system 

[6], this system contains a Charge-couple device(CCD), 

camera attached on the steering column to monitor driver 

behavior using eye tracking and head motion technique. 

 Volvo presented a driver drowsiness detection system [7] 

by combining two safety features namely Driver Alert 

Control System(DACS) and Lane Departure 

Warning(LDW). However, it depends on good road 

marking and good lighting conditions. 

  Mercedes-Benz started to develop Attention Assist 

System for its upcoming series [8]. This system differs from 

other systems because it first forms a driver profile by 

monitoring steering wheel movement and steering speed. 

Once Driver profile is generated it can easily determine the 

anomaly in driver driving behavior. 

 Ford presented its Driver Alert System [50]. The system 

consists of a forward looking camera and monitors the lane 

position to detect alertness of the driver. 

Some of the system which are in the market also helps in 

driver drowsiness detection. Attention technologies [51], 

SmartEye[52]. In the paper [48] author proposes a new 
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algorithm DriCare which gives a very high accuracy for 

driver drowsiness. 

There are many more method being used, most of which 

are limited to certain conditions which cannot be full filled 

in all environments. A need for a generalized system is still 

there. 

VI. CONCLUSION 

With the advancement in the field of technology better 

methods are coming up every day. All the algorithms being 

used have room for improvement. The vehicle based 

algorithm has issues related to driver skill, demographic and 

vehicle characteristics. This issue can be fixed by having 

similar approach mentioned in [8] to record and monitor 

and create a profile. Approaches that use Physiological 

Signals have good accuracy but can be of inconvenience to 

the driver. However, the use of smart watches has become 

very common practice today which comes with a Heart Rate 

Monitor which can be used to track drowsiness. A fusion of 

the techniques will give better results. The drawbacks of 

PERCLOS can be covered by using Smart Watches Heart 

rate monitor. Regardless of what existing method we use 

there are limitations or drawbacks. All the commercial and 

non-commercial methods that have been proposed have 

their limitations. So these systems should not be considered 

anything more than warning system or alert generation 

systems. In future we can switch the controls over to the 

self-driving vehicles when driver is detected to be drowsy. 

For the current improvement of the driver drowsiness 

methods we need to hybrid methods. Driver Drowsiness 

issue can ultimately be solved by using a fusion of various 

different algorithms and methods to alert the driver and 

assist the driver for a safer driving. 
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