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Abstract - In this paper, we construct a convolutional neural network model to classify movie genre into its respected 

genre class. Since a movie can belong to multiple genre class, this is a multi-label image classification problem. 

Convolutional Neural Network is one of the most sought-after deep learning algorithms for solving machine learning 

problems especially with large image datasets and computer vision. To facilitate our study, we have compiled a large 

movie poster dataset from IMDB
1 

using a web crawler. After applying some image preprocessing techniques on the 

movie poster dataset, we conclude by demonstrating the effectiveness of this model in classifying the movie dataset into 

classes such as action, drama, comedy and 11 other prominent movie genres.  

Keywords —Convolutional neural networks, Deep Learning, Image Classification, Movie genre classification, Multi-label Classification. 

 
1 www.imdb.com 

I. INTRODUCTION 

As of late, with the expansion in media content and internet 

streaming services giving movies in a hurry, there is a 

requirement for a framework which could group these 

movies into explicit sorts to diminish the time spent by 

clients on choosing a substance to watch. Client survey 

concludes that clients will in general lose enthusiasm within 

60 to 90 seconds to peruse on the web for movies on the off 

chance that they don't locate the correct fit [1]. Movie 

poster plays an important role in the choice of the movie as 

it sets the early introduction furnishing the client with the 

essence of the movie initially. 

In film theory, genre is a primary method of classifying 

movies into different categories. Various presets help in 

classifying movies into respected genres which helps the 

consumers select a movie according to their taste and mood. 

Mood can be defined as an emotion which is carried 

throughout the movie. Humans can get an idea about the 

genre of the movie based on low level features such as 

color, objects, actions and expressions of the actors. If 

humans are able to predict movie genre only giving a glance 

at its poster, then we can think what characteristics and 

features the poster possess which could be learned on by the 

machine learning algorithms to predict its genre. 

Contributions of our work is summarized below: 

To facilitate our study, we create a large 40,000 movie 

posters dataset from IMDB. This dataset will contain movie 

posters from Hollywood movie and metadata associated 

with the movie such as movie title, IMDB score and movie 

genre. 

We construct a convolutional neural network model to 

classify these movie posters into genres. Since, movies can 

belong to multiple genre, this is a multi-label image 

classification problem.  

Rest of the paper is organized as follows: Related work is 

reviewed in section II. Section III, describes the proposed 

methodology. In section IV, we evaluate the model’s 

performance. At last conclusion and future work in section 

V. 

II. RELATED WORK 

There have been quite a few works on classifying movies 

into genres. Sanjay et al. [2] designed a neural network 

which categorized movie clips into genres using low level 

audio-visual features. The neural network performed well 

when the neural network was trained on audio video 

features together but failed when trained separately. Simoes 

et al. [3] proposed a deep learning strategy called CNN-

MoTion which outperformed all state-of-the-art approaches 

of classifying movie clips into genres. They performed a 

comparative study between their novel method and other 

state-of-the-art feature extraction techniques such as Gist, 

CENTRIST, w-CENTRIST, and low-level feature 

extraction.  

The aforementioned studies have been done on movie 

trailers and clips. Not many studies have been carried on 
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movie posters. This may be due to the fact that movie 

posters provide limited information and features to be 

studied. Marina et al. [4] performed a multi-label movie 

genre classification based on low-level features. The 

classifier was tested on a small dataset of 1500 movie 

posters belonging to 6 genres, i.e. action, animation, 

comedy, drama, horror, and war. The features used in the 

classification were low-level features based on color and 

edge combined with the number of detected faces on 

posters. Tianmei Guo et al. [5] proposed a low 

computational cost convolutional neural network on image 

classification. They analyzed various learning methods and 

optimization algorithms to find the optimal parameters for 

image classification. To conclude they verified that shallow 

network has a relatively good recognition effect. In our 

work, we propose to implement convolutional neural 

network on a large movie poster dataset which will perform 

well in terms of accuracy.   

III. PROPOSED METHODOLOGY 

Our problem definition requires us to construct a 

convolutional neural network to classify movie poster 

images into different genre classes. Since, a movie can 

belong to multiple genres classes, we are working with a 

multi-label image classification problem.  

 

Fig 1. Overview of Proposed Methodology 

A. Web Scraping 

To facilitate our study, we start by preparing the movie 

poster dataset. Using the IMDB link of different posters, we 

web scrap the images along with the metadata and save 

them in our dataset. Since movie pages on IMDB site has 

no different structure, through Web scraping we can without 

much of a stretch get the publication connection of each 

film basically going on its IMDB page and taking the 

substance of the src HTML label relating to the notice. 

When we have all poster links, we add them to our dataset. 

B. Collecting Movie Posters 

When the Web scraping step is finished, we have 

additional posters links in our dataset. So now we can 

download movie pictures utilizing those links. Before doing 

that, we apply a straightforward advance of information 

cleaning to the dataset, comprising in dropping all sections 

without a characterized genre. So, we start downloading all 

posters from the correspondent links and we spare every 

one of them utilizing as name in the filesystem the IMDB id 

of the related movie. Along these lines we keep up the 

connection among movie and their poster images. It’s 

important to note that some posters could be corrupted 

during download hence, we check for corrupted images and 

drop it from our dataset. 

C. Data Visualization and Manipulation 

 

Fig 2. Data Visualization 

Instead of directly moving onto creating machine learning 

model, it is important to have a look at our data and 

manipulate it to increase our model’s performance. If the 

dataset is heavily imbalanced with respect to genres e.g. the 

dataset contains many occurrences of genre like “drama” 

while low number of occurrences for other genres. Through 

random sampling approach, we can add instances for genres 

with lesser occurrences to reduce the imbalance. This 

balancing of genres helps our model to avoid being bias 

towards a particular genre. Also, all the images are reshaped 

to match the input size of our model. 

D. Model Construction 

Convolutional neural network consists of three major 

layers namely convolutional layer, pooling layer and fully 

connected layer. Fig. 3 shows the architecture of LeNet-5 

introduced by Yann LeCun et al. [6]. Below mentioned are 

the main components of convolutional neural networks. 

 

Fig 3. The architecture of LeNET-5 [6] 

1) Convolutional Layer 

 

Fig 4. Convolutional Layer [7] 

Convolution is the first and the core layer to extract features 
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from an input image. Convolution preserves the relationship 

between pixels by learning using small squares of feature 

data. The image matrix is convolved with a filter matrix to 

get a feature map as an output. Convolution of image matrix 

with different filters can perform operations like edge 

detection, sharpen and blur. In case the filter does not fit the 

input image completely, padding is performed. Pad the 

input image with zeros. 

2) Pooling Layer 

The pooling layer is responsible for dimensionality 

reduction of the convolved feature. This helps in decreasing 

the computational power required to process the image but 

not compromising with the effectiveness of the model as all 

the important features are retained. Max pooling, average 

pooling and sum pooling are different types of pooling. 

3) Fully Connected Layer 

The output matrix from the pooling layer is flattened and 

feed to the fully connected layer with back propagation 

applied to every iteration of training. Over a series of 

epochs, the model is able to distinguish between various 

high level and low-level features and finally classify them 

using an activation function. Each output neuron signifies a 

classification label.  

4) Activation Function 

An activation function is a capacity that is included into 

an artificial neural system so as to enable the model to learn 

complex features in the information. When contrasting with 

a neuron-based model that is in our brain, the activation 

function is toward the end choosing what is to be fed to the 

following neuron. That is actually what an activation 

function does in an ANN too. It takes in the yield signal 

from the past cell and changes it into some structure that 

can be taken as input to the following cell. The activation 

function used in our CNN model are ReLU and Sigmoid. 

i) ReLU Activation Function 

 

Fig 5. ReLU Activation Function 

The rectified linear unit (ReLU) activation function has 

been the most widely used activation function for deep 

learning applications with state-of-the-art results [8]. The 

ReLU activation function performs a threshold operation to 

each input element where values less than zero are set to 

zero thus the ReLU is given by: 

 

ii) Sigmoid Activation Function 

 

Fig 6. ReLU Activation Function 

The Sigmoid is a non-linear AF used mostly in 

feedforward neural networks. It is a bounded differentiable 

real function, defined for real input values, with positive 

derivatives everywhere and some degree of smoothness [8]. 

Sigmoid can be mathematically represented as: 

 

5) Model Summary 

 

Fig 7. Model Summary 

IV. PERFORMANCE OF MOVIE GENRE 

CLASSIFIER 

On testing the model on a dataset of over 10,000 movie 

posters, the test accuracy received was 45%. We were 

impressed by the performance of our model as the older 

multi-label classification models were not as accurate. Also, 

we used the built-in accuracy function of keras to get this 
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number, hence we are not sure whether this is the best 

method for the same. Our model was most of the times 

successful in predicting at least one genre correctly but 

found it difficult in predicting all of the genre classes (3 in 

most cases) correctly.  

 
Table 1. Model Performance 

 

 
Fig 8. Example of classified movies 

 

The model gives an output of 3 genres which it predicts 

to have the highest probability of being the genre of the 

movie. The “[!]” indicates that the model predicted the 

wrong genre of the movie. While the percentage is the 

probability the model predicted for the genre being of the 

movie.   

V. CONCLUSION AND FUTURE WORK 

From above analysis it tends to be reasoned that 

Convolutional Neural System has a demonstrated reputation 

of outflanking best in class AI calculations when enormous 

picture dataset is to be arranged. The current frameworks 

center to arrange movies utilizing video cuts as opposed to 

movie poster as it is expected that movie posters have less 

data from which the CNN model can gain from. Be that as it 

may, if the CNN model is prepared upon an enormous 

movie poster dataset, it can gain from it and can precisely 

group movies into its type. In the present web world, the 

utilization of mixed media has expanded radically as clients 

have begun utilizing Advanced stages to peruse movies and 

consequently a framework is required to assist web based 

gushing stages with classifying these movies into their 

regarded kinds so the clients can straightforwardly peruse 

movie as indicated by their essence of movies. The future 

extent of the venture is huge as this convolutional neural 

system model can be fused in different enormous scale 

movie recommender frameworks for prescribing movies to 

its clients. Each enormous scale online movie gushing stage 

use movie recommender frameworks to upgrade their 

client's understanding by suggesting them movies utilizing 

NLP on movie outlines and titles. Rather than utilizing 

content-based arrangement, the utilization of picture order 

on movie posters can end up being progressively productive 

as clients are bound to pass judgment on a movie by its 

spread for example poster as opposed to perusing its 

summary and concluding whether to watch the movie or 

not. We are still working on increasing the accuracy of our 

model and in process of implementing advanced methods. 
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