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Abstract: In the era of e-commerce there are many organizations that have implemented customer behaviour analytics 

for their growth in business. It is a crucial challenge for the organizations in the e-commerce world to study and analyse 

the behaviour of the online buyers. The success of every organization is within the satisfaction of the customers they 

have and to gain new customers as well, and this is done by targeting the potential customers that can generate revenue 

to the organizations. RFM analysis is used to indicate recently buying customers, frequently buying customers, and 

huge spending customers. It is one of the best methods to segment organization’s revenue generating customers around 

other customers. Also 80/20 rule is implemented which focuses on the 20 percent of the customers that generate 80 

percent of the revenue for the organization. The model is developed using Light GBM (Gradient Boosting Method) 

which is a machine learning algorithm. 
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I. INTRODUCTION 

The world is more of e-commerce than the physical 

commerce. This is because the costumers have been 

provided better services from various organizations. To 

make growth in the e-commerce various organizations have 

to retain their previous customers and gain new one. For 

this it is very important for the organizations to understand 

the behavior of every customer. Customer behavior analysis 

is done to analyze how customers buy products on an e-

commerce website. Every customer has a different 

approach to buy a product online. Also, there are few 

customers that generate a high revenue for the organization, 

so it is an important task for the organization to target these 

potential customers.  

The biggest challenge for the organization in the analysis is 

to find all the hidden information through huge logs of data. 

To analyze huge amount of data machine learning’s 

automated analytical model building is used. It is a part of 

AI which proposes that models can make decisions and 

identify patterns from the data with minimal involvement of 

humans.  

For customer segmentation RFM analysis along with k-

means clustering is used. RFM analysis defines recency, 

frequency and monetary value. These three attributes will 

help to understand the best customers that generate more 

revenue for the organization. This analysis will define facts 

like the recent the purchase is responsive the customer will 

be. Also, the frequency attribute indicates about the 

customer buying frequently. The term monetary value 

segments heavy spending customers from low spending 

customers. 

The main idea is to target the potential customers that can 

generate a higher revenue to the organization. Every 

organization like Amazon, Flipkart have a system that 

analyzes the behavior of the customer. But they recommend 

products to every customer. So, there are chances that the 

customer may not buy it every time. So, it is essential to 

provide recommendations and offers only to those 

customers that can buy it. This is done by the 80/20 rule, 

the rule indicates that 20% of the customer generates 80% 

of the revenue. To identify those 20 percent of the customer 

Light GBM algorithm is used.  

II. LITERATURE SURVEY  

A lot of research works have been done on prediction of 

customer’s buying behavior in the past. Different data 

mining techniques, big data methods were used for 

prediction & attained different results for different data 

models. 

Y. Xiaobing et al. [1], suggests that the cost of attracting 

new customer is more than retaining the old customers. 

This is due to marketing costs required to attract new 

customers. Due to this, together with the increase of 

competition it has become important for the organization 

for the development that the current customer’s base is 

retained. An organization can analyze buying pattern of a 

customer and can adopt a proactive approach in predicting 

churn. Understanding customers’ needs and patters is 
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possible as all the transactions are inserted through POS 

and recorded in databases. 

According to [2], not all the customers generate the same 

amount of revenue. There are only few customers that 

generate a high revenue to organization. For many 

businesses the 80/20 rule has been proven true. 80 percent 

of the revenue is generated by 20 percent of the customers. 

To make appropriate promotional strategies is a challenge 

for marketing team. This 80/20 rule gives indicators and 

metrics that offer a truer picture of the company and allows 

to reach define action plans more precisely and better 

conclusions. 

Zuo Y et al. [3], deep learning approach for the Prediction 

of Retail Store Sales system. The model predicts the 

increase and decrease in the sales of a retail store and tests 

its usability. The system used three years of POS data from 

supermarkets for the analysis, from which the data of 29 

months was used for learning, while the remaining of data 

was used for verification. Predictive accuracy of the system 

varied between 75% to 86% according to the changes in the 

number of product attributes. 

Authors [4], discuss that revenues and margins will increase 

if the old customers are retained. The cost of attracting new 

customers is very high and the margin also decreases in this 

process. Organizations can identify hidden trends and 

patterns by applying statistical techniques and machine 

learning algorithms. To improve the relationship with 

customers companies, need to implement data mining 

techniques to predict churn. Using these models’ companies 

have improved their relationship with the customers. 

Liu Bing et al. [5], naive Bayesian algorithm has the 

advantages of high-class efficiency and simple 

implementation. However, this method has disadvantages 

and potential of instability. It depends on the Distribution of 

samples in the sample space. Due to this, decision tree 

method was introduced to deal with the problem of interest 

classification. It used local storage technology in HTML5 

to obtain the required experimental data. Information 

entropy of the training data is used to build the 

classification model. 

Yi Zuo et al. [6], This model is doing a prediction on the 

basis of behavior of consumer purchasing in a grocery store 

using machine learning techniques. The system employs 

two representative machine learning methods. Bayes 

classifier and support vector machine (SVM) is used and 

the performance of them with the data in the real world is 

measured. It also executed a module which predicted 

consumer purchasing behavior. 

III. DATA SET 

This is a transnational data-set which have all the 

transactions happened during 01/12/2010 and 09/12/2011 

for a UK-based online retail shop. Many customers of the 

company are wholesalers. The dataset is consisting of total 

541909 transactions out of which only 4338 transactions are 

unique. Quantity, Unit Price and Date are taken into 

consideration while developing a revenue model.   

 

 

Fig 1: Dataset 

IV. DATA ANALYSIS TECHNIQUES USED FOR 

PREDICTION 

The analysis in done in three parts, First is 80/20 rule of 

marketing followed by the Gradient Boosting algorithm for 

decision making and lastly RFM analysis to figure out the 

potential customers.  

4.1 80/20 Rule   

According to the Pareto Principle, almost 80% of the result 

come from the 20% of the causes. Also, by looking at the 

Distribution of world GDP it is proved that 20% richest 

produce 80% income.  

To develop a revenue model for an organization, instead of 

targeting all the customers, it is better to target only those 

20% customers who are most responsible. To implement 

this 80/20 rule on a dataset first do sum up of transaction 

revenue at user level and take a log then do a scatter plot. 
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This scatter plot will help in analysis and finding those 

customers who generates revenue and then discard the non-

revenue or customers with no transactions. Now further 

analysis and testing will be done only on those who 

generates revenue for an organization. 

4.2 LightGBM 

LightGBM is a high-performance gradient boosting 

framework based on decision tree algorithm and used for 

machine learning tasks such as ranking, prediction, 

classification etc. This boosting algorithm can become 

better with each added new case. In this boosting algorithm, 

when modifications are done on original data set new tree is 

added to the existing tree. Gradient Boosting trains many 

models in a stepwise, additive, gradual and sequential 

manner. Important feature of GBM prediction is that user 

can define number of trees which leads to more optimized 

solution. 

LightGBM uses histogram-based algorithms, continuous 

feature values are bucket into discrete bins. This reduces 

memory usage and speed up training. Due to this feature 

time complexity decreases also reduce the memory usage. 

Other advantages of LightGBM over other training 

algorithms are: its faster training speed & better efficiency, 

Capable of handling large scale data, has better accuracy 

and support GPU and parallel learning. 

Parameters of LightGBM used for the model: 

num_leaves: Selecting accurate number of leaves in 

important as having a large number of leaves will improve 

accuracy, but will also lead to excessive number of 

parameters. 

min_child_samples: The parameter can greatly deal with 

excessive number of parameters: larger sample sizes per 

leaf will reduce excessive number of parameters. 

learning_rate: Increasing the number of repetitions may 

improve accuracy for that learning rate should be smaller. 

bagging_fraction & bagging_freq: enables sub-sampling of 

the training dataset. The frequency controls how often 

bagging is used. 

feature_fraction: sub-sampling of the attributes used in the 

training. 

4.3 RFM Analysis  

RFM stands for Recency, Frequency, and Monetary_value, 

each corresponding to some distinguishing qualities of 

customer. These three RFM metrics are important 

indicators of a customer’s behavior because frequency & 

monetary value is responsible for customer’s lifetime value, 

and recency is important retention, a measure of 

engagement. 

Importance of RMS analysis: 

 The customer with most recent purchase is more 

responsive to promotions  

 Customers who are frequent buyers are more 

engaged and satisfied. 

 Heavy spenders and low value purchasers are 

differentiated by monetary value. 

V. RESULTS AND DISCUSSION 

IPython i.e. Interactive Python programming is used for the 

implementation of algorithms. The UK based online retail 

shop dataset consist of total 541909 transactions. 80/20 rule 

is first applied on this dataset to discard no-revenue 

customers from training and testing. Now the new dataset 

which consist of only customers who generate revenue. For 

the analysis and development of model the dataset is been 

divided into training dataset and testing dataset in the ratio 

of 70:30 respectively.  

In this study, the log of the customers is predicted which 

consist of the customerID and their revenue. The goal is to 

generate this prediction log as accurate as possible.  

In machine learning LightGBM is one of the most efficient 

algorithms while handling a huge data. Comparing 

LightGBM with other machine learning algorithms like 

Random forest, in terms of working with large datasets or 

real-time data, LightGBM is faster as well as produce more 

accurate results. Also works better with anomalous data as 

it is an algorithm which learns from the errors. This allows 

it to make more precise and accurate predictions. 

Comparing LightGBM    with Deep Learning algorithms, 

studies claim that Deep learning algorithms are better. Deep 

learning algorithms are usually use to analyze image, 

speech or text data but when it comes to tabular data no 

deep learning algorithms can work as efficiently as 

LightGBM. 

In RFM analysis the score is assigned to each unique 

transaction. The RFM scoring method depends on the most 

important feature in the dataset. Feature importance is 

plotted using LightGBM algorithm. In this retail store 

transaction dataset monetary_value is turned out to be the 

most important feature, therefore considering it as the most 

important RFM scores are assigned to each unique 

transaction. Using LigntGBM feature importance and RFM 

score final revenue log is predicted. 

 80/20 Rule  

 
fig 2: Scatter Plot 
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It can be inferred from this plot Number of instances in 

train set with non-zero revenue:  115151 which is 21.24% 

Number of unique customers with non-zero revenue 4338 

 RFM Analysis 

 

 
Fig 4: RFM Analysis 

RFM score is assigned to each customer. There are 125 

different RFM scores as each Recnecy, Frequency & 

Monetary are scored in 1-5 range. The RFM scores ranging 

from 111(lowest) to 555(highest).  

 LightGBM 

 
Fig 3: Validation Score 

The validation score of the model is turned out to be 1.70. 

LightGBM feature extraction helped analysing the most 

important features of a data set. Monetary (i.e. the intention 

of customer to spend or purchasing power of a customer) is 

turned out to be the most important feature. 

 
Fig 4: LightGBM Feature Importance 

 Revenue Log 

 
Fig 2: Prediction Log 

Log file is of predicted revenue is generated which is 

consist of the customerID and TotalCost.  

VI. CONCLUSION 

Using logs of various customers and the purchasing history 

a model can be developed which is used to analyse the 

behaviour of every customer also used to predict revenue 

generating customers. The model developed can identify all 

types of customer for better analysis of the behaviour. From 

the experimental results, it has been found out that Light 

GBM algorithm predicts the revenue generating customer 

with the help of feature importance developed on the basis 

of RFM analysis result and RFM scores. The result of 

LightGBM algorithm is with the validation score of 1.70 and 

accuracy of 80.147%. The performance of Light GBM 

algorithm can be improved with more accurate dataset along 

with modifications in the algorithm. Using this model an 

organization can easily make decisions about various 

customers.  
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