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Abstract: Scientific papers are the papers including citations. Generally scientific papers include references at the end of 

the paper. Authors of these papers may include related work in their paper. The related work may or may not help the 

author. We apply sentiment analysis on the related work in a scientific paper and find out whether the references are 

helpful or not for the author. In this paper, we apply data pre-processing on the related work and find out the polarity 

for each mentioned reference using Naive-Bayes theorem. We also apply h-index ranking algorithm on the citations of 

references. Finally, we find out the overall polarity of the references.  Three parameters are used to calculate the result. 

They are related work mentioned in the research paper, number of citations for each reference in the research paper 

and h-index value for each author in the references of the research paper respectively. First parameter is used to 

calculate naïve bayes and the rest two are used to calculate h-index. The expected result is to find the polarity of each 

reference cited by the author. 
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I. INTRODUCTION 

In the field of computer science many new research papers 

are being published every single day. Whenever a 

researcher starts to develop a project he goes through 

several research papers related to the field in which they 

are developing. In the process a researcher needs to go 

through the whole paper and then analyze the paper to 

know if the references mentioned by a particular author 

affected the paper in a fruitful way or not. This will 

become a tedious task when many papers are to be referred 

, the algorithm proposed in this paper does that tedious 

work of finding how a particular reference influenced a 

paper. 

This is achieved with the help of  Sentimental Analysis, It 

is the process of identifying the sentiment of a particular 

set of text. A sentiment is the tone or the mood of  the 

author[10]. A sentiment is often represented in subtle or 

complex ways in a text[8].  The data is collected from a 

research paper and then data pre processing is performed. 

Basically it is data mining which means to collect useful 

information from a huge collection of data. Here with the 

help of data mining and sentimental analysis the polarity is 

predicted for a particular reference mentioned by the 

author in a paper.   

II. PROPOSED ALGORITHM 

There are three modules in our system. 

2.1. Citation Text Identification 

2.2. Text Pre-processing 

2.3. Naïve Bayes   

2.4  H-Index 

2.1 Citation text Identification 

Citation means a reference to or quotation from a paper, 

author, or book, particularly in a scholarly work. Purpose 

of citation is to allow users to find and verify sources for 

papers, show type and degree of support, give attribution, 

show paper is well researched. In this system, Citation 

context is defined as the textual statement that contains the 

citation[5]. we first collect the data i.e., the scientific 

papers and from the respective paper we take the related 

work which is described by the author. From the related 

work we first identify the cited text and after that we 

implement the algorithms on the resulting data. 

2.2 Text Pre-processing 

Text pre-processing is one of the module where the text is 

converted into array of words. After citation text 

identification, the related data is given as an input to this 

module. The input is the related work mentioned by the 
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author of the scientific paper. This related data is in the 

form of text. Once text is obtained, it needs to undergo text 

normalization. In text normalization, there are several 

steps. All the characters of the text are to be converted into 

either upper or lower case. After this, numbers are 

removed. Also punctuations, accent marks, white spaces, 

stop words, sparse words are removed. 

Tokenization: 

This is the process where the text is split into tokens I.e., 

small pieces. Tokens such as words, punctuation marks, 

numbers etc. 

Stop Words: 

The stop words are removed from the set of words. These 

words does not have any specific meaning. Some of them 

are „the‟, ‟a‟, ‟on‟ etc 

Stemming: 

This is a process of reducing words to their root or base 

form. 

Pots – Pot 

Was – wa 

Studies – Studi 

Studying - Study 

Lemmatization: 

This is the process similar to stemming, to reduce 

inflectional form to base form. After this, we obtain an 

array of words.   

Geese – Goose 

Was – Be 

Studies – Study 

Studying - Study 

2.3 Naïve Bayes 

Formula to calculate Naïve Bayes[8] 

P ( X | Y ) = P ( X ) P ( Y | X ) / P ( Y ) 

Where: 

P ( X ) = Probability of X’s occurrence. 

P ( Y ) = Probability of Y’s occurrence. 

P ( X / Y ) = Probability of X when given Y . 

P ( Y / X ) = Probability of Y when given X . 

Naïve Bayes theorem is basically a classification technique 

which is used to classify the give set. Based on training 

data Naïve Bayes theorem is applied to the trail data and is 

classified. 

Here, Naïve Bayes is applied to classify the related work 

mentioned by the author into three different classes 

namely, positive polarity words[1], negative polarity 

words[1] and neutral based on the polarity of the words of 

the training data. After text classification, the resultant 

data is given to the Naïve Bayes Theorem. Based on 

training data, the polarity for each reference is calculated 

accordingly.  

2.4 H-Index 

H-Index is one of the algorithms using which we can 

calculate the impact generated by a researcher[2]. H-index 

is purely based on citation count. The H-index is defined 

as follows : “A scientist has index h if g of his or her Np 

papers have at least h citations each and the other (Np – h) 

papers have <= h citations each.” (Hirsch, 2005) 

Mathematically, it can be represented as formula: 

h(f) = max/min(fi,i) 

where f is the function that corresponds to the number of 

citations for each publication, sorted in descending 

order[2] .  H-index finds a balance point between 

publication amount and the citation count of each 

publication. It is however not able to model the different 

polarities of citations. 

Algorithm: 

1 . Start. 

2 . Take all the referred papers in the related work of the 

base paper . 

3 . Start a for loop until all papers are finished: 

for(i = papers ; i > 0 ; i --) 

4 . Take the number of citations for each paper in h[i] , 

where I is the number referring to the paper. 

5 . Now for each paper, find the h-index value for author 

in a[i] array. (from google scholar) 

6 . Now apply h value on the array such that : 

a . If h[i] > a[i], then positive. 

b . Else if h[i] < a[i], then negative. 

c . Else if h[i] = a[i], then neutral. 

7 . End. 

III. EXISTING SYSTEM 

The main goal of the system is to find the polarity of a 

research paper. In the existing system, the polarity of the 

whole paper is calculated i.e., the effect of the whole 

paper. Whether the paper is relatively helpful to the 

student or not and the effect of the whole paper. Here, the 

result is whether the paper has positive polarity or negative 

polarity. There are various methods to find the polarity of 

the paper.  
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IV. PROPOSED SYSTEM 

The proposed system is an extension of the existing 

system. In this system, a research paper is taken as an 

input. From the paper, the related work mentioned by the 

author in the paper is extracted. The related work consists 

the methods or data used in each reference paper. Author 

mentions whether any data is useful for them or not. Here, 

the system finds out the polarity for each paper mentioned 

in the related work. The result is such that whether the 

author finds the reference positive or negative. The method 

used here is Naïve Bayes and H-index. The result is 

author‟s point of view. Using the result produced by both 

the algorithms we determine the way in which a author has 

affected the paper . 

V. SYSTEM ARCHITECTURE 

System Architecture means “the overall structure of the 

system and the ways in which the structure provides 

conceptual integrity”. Architecture is the hierarchical 

structure of a program components (modules), the process 

in which these components interact and the structure of 

data that are used by that components. 

                                     

 

Fig : Architecture 

Scholarly publications include several papers written by 

scholars. The research conducted by the scholar is 

published in a paper and are submitted in journal. The data 

base contains several such papers. The papers include 

research conducted in different departments 

In the stage of data collection we pick a paper from several 

papers present in the scholarly publications database and 

perform data pre-processing on that paper.  

In citation text identification we identify the text related to 

each cited paper present in the reference section. 

After the text is identified we apply the machine learning 

algorithms and evaluate the final sentiment polarity of 

every reference cited by the author. 

VI. CONCLUSION AND FUTURE 

WORK 

In this paper, the techniques used are text classification 

and Naïve Bayes theorem. This paper results the point of 

view of author for each reference they used in their paper. 

The main objective is where the references are useful to 

the author or not. To calculate the polarity, the technique is 

based on sentimental analysis. Sentiment for each word is 

taken into consideration and is fed as the training data. 

When the polarity for the related data is to be calculated, it 

is given as training data and the polarity is calculated. The 

polarity is chosen based on the highest probability between 

the three classes ( positive, negative, neutral ).When once 

h-index and naïve bayes are applied on the respective data, 

the resultant data is compared. Comparative analysis is 

applied on both h-index and naïve bayes results. 

According to the findings h-index result is not accurate 

compared to naïve bayes. H-index result is based on the 

number of citations which may not result in the accurate 

result for finding the polarity of the paper or related work. 

Naïve bayes gives the accurate result for the related work. 

So when both h-index and naïve bayes are compared, 

naïve bayes is more accurate. For future work, many new 

algorithms and techniques can be nourished to get more 

accurate results when given with more training data. In 

future semantic analysis can be applied on the data where 

the feeling of the each word, sequence of words can be 

given as training data. The training data can be given in 

such a way that as if the feelings and understanding of 

humans. Furthermore, not only based on previous data but 

it can also be based on the current data. These techniques 

can be applied wherever there is a necessity to calculate 

the polarity. 
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