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Abstract— The finite impulse response (FIR) filters are one of the two types of filters in digital realm. These filters are 

extensively used in signal processing and communication systems applications such as noise reduction, echo cancellation, 

image enhancement etc. The cost and the performance of the FIR filter depend on low power consumption, good 

computation time and the minimum hardware used by the filter during implementation. Over a few decades so much 

research has been done for the reduction of the implementation cost of the multiple constant multiplication blocks. But 

the cost dominant structure involves structural adders and registers in tap delay-and-accumulate line. To close the 

area-power efficiency gap in the tap delay and accumulate line, a bisection at some tap position. The components in the 

filter design such as adders, registers are designed with the help of reversible logic. This Proposed System Implemented 

using Verilog HDL and Simulated by ModelSim 6.4 c and Synthesized by Xilinx tool. The proposed system is 

implemented in FPGA Spartan 3 XC3S 200 TQ-144.     

Index terms—FIR filter design, Reversible logic gates, Fredkin gate, Feynman gate, tap delay and accumulate block, digital 

signal processing. 

I. INTRODUCTION 

Digital signal processing is extensively used in various 

applications such as picture control, digital image 

processing and information con troll applications etc. The 

crucial device used in digital signal processing is a digital 

filter. Finite impulse response filters are extensively used 

and preferred over infinite impulse response filters because 

FIR filters can achieve linear phase response and pass a 

signal without phase distortion. FIR filters are easier to 

implement compared to IIR filter owing to its stability. The 

Internet of Things (IoT) [1] is a system of interrelated, 

internet connected objects that are able to collect and 

transfer data over a wireless network without human 

intervention. To remove the unnecessary and undesired 

noises and interferences [2]-[5], signal conditioning circuits 

are used. Digital filters play a major role in signal to noise 

ratio. Thus the techno optimism of IoT and the related 

technologies of the IoT are impacted by the stagnation in 

the size, power, sensitivity and accuracy of the FIR filters. 

The techno-optimism of IoT and related technologies [6] 

are impacted by the signal-to-noise ratio, response time, 

stagnation in their size, power, sensitivity and accuracy of 

the digital filters. 

An N-tap finite impulse response (FIR) digital filter can be 

realized from the following discrete time convolution. 

        y[n] = h[n] ∗ x[n] = 
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               where x[n] and y[n] are the nth time domain inputs 

and output data samples, respectively.      

             h[i], i = 0, 1. . . N − 1, are the filter coefficients of 

the impulse response function 
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FIR filter has two different configurations namely direct 

form FIR filter and transposed form FIR filter. The 

transposed form FIR filter shown in Figure 1 can be 

constructed from the direct form FIR filter by exchanging 

the input and output and inverting the direction of signal 

flow. Multiple constant multiplications are an arithmetic 

operation that multiples a set of fixed points with a same 

fixed point variable. We consider transposed form of FIR 

filter because direct form FIR filters does not support MCM 

technique. The multiple constant multiplication technique 

helps in the saving of the computation time. Transposed 

form FIR filters are inherently pipelined and support 

multiple constant multiplication (MCM) technique that 

results in significant saving of the computation time. 
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Fig.1. Transposed direct form FIR filter 

II. REVIEW OF PREVIOUS WORK 

In FIR filters, there are two main blocks multiple constant 

multiplications (MCM) block and tap delay and accumulate 

(TDA) block. The name of the blocks itself depict the 

operation being performed in that particular block. Since 

the size, power, sensitivity and accuracy of the finite 

impulse response filter plays a significant role in the digital 

signal processing applications many attempts are made to 

optimize those specifications. For that to happen the 

multiple constant multiplication blocks and the tap delay 

and accumulate block should be optimized. Many existing 

algorithms [7]-[13] are designed for the design of low 

complexity FIR filter but these algorithms mostly minimize 

the multiple constant multiplication (MCM) block and 

neglect the need of optimizing the adders and registers in 

the tap delay and accumulate(TDA) block. The main reason 

is the operands of the structural adders of the TDA block 

are derived from different time delayed input samples. 

Unfortunately, these structural adders are more expensive 

and power hungry than the sharable adders in the optimized 

MCM block, which makes them the hindrance to further 

area and power reduction of FIR filter implementation. 

Some most recent algorithms [14] and [15] investigated this 

problem.  

In [15] which is a most recent algorithm, pipeline registers 

are used to retime the critical path and improve the through 

put of the filters. Though the delay is decreased from the 

solution provided in this paper, due to the introduction of 

extra pipeline registers the area and power consumption is 

highly increased. 

A TDA cost aware coefficient synthesis algorithm [18] 

which helps in the bisection of the tap delay and 

accumulate line is proposed with the help of a customized 

Genetic Algorithm [16]. As the probability of recurrent 

integer outputs increases after some number of 

accumulations, the bit width required to represent the 

output of a structural adder grows towards the output of the 

filter till the middle tap and remains relatively constant 

from the middle tap to the output. The probability of the 

output values of a fixed coefficient FIR filter can thus be 

approximated by a normal distribution. In fact, the tail 

values of the actual distribution are even less likely to occur 

than those at the tails of the normal distribution. This means 

that the range of structural adder outputs in the later half of 

the TDA can be accurately estimated from the word length 

of the input variable and the predetermined filter coefficient 

values to reduce the lengths of the corresponding structural 

adders. The design shown in Figure 2 shows the technique 

used. 

 

Fig.2. TDA block with bisection technique 

According to the method we consider a filter with the 

normalized passband frequency, stop band frequency, 

maximum passband ripple and minimum stopband 

attenuation. From the above considerations the initial finite 

precision set of word length and filter order N are 

determined with the help of Park-Mcllean algorithm. All 

the considerations values and the determined values are 

implemented in the tap delay and accumulate minimum 

algorithm so as to design and optimize the tap delay and 

accumulate block. 

III. PROPOSED WORK 

The design already proposed for tap delay and accumulate 

block is taken into consideration and the reversible logic is 

applied to the design. For example as a design example we 

have considered a low pass filter with passband frequency 

as 0.2Hz, stopband frequency as 0.3Hz, passband ripple as 

0.325 dB and stopband attenuation as 27dB. The filter order 

is determined by the Parks-Mcllean algorithm [17] to be 16. 

The design of the FIR filter is thus obtained by the tap 

delay and accumulate block optimized. Reversible logic is 

applied to this design. Figure 3 depicts the basic design of 

the modification. 

 

Fig.3. TDA block with bisection technique using reversible logic 

We used reversible logic gates due to its advantages in the 

design. Using reversible logic gates help to conserve 
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information and it has high energy efficiency. As the 

number of inputs and the number of outputs of the 

reversible logic gates same, power loss that generally 

happens due to bit erase operation which generally occurs 

can be eradicated. 

A. Reversible Logic 

There are many reversible gates out of which some are used 

in the design. Some of them are as follows. 

B. Feynman Gate 

Feynman gate is a 2*2 one through the reversible entryway 

as appeared in Figure 2A. The info vector is i (A, B) and 

along these lines yield vector is o (P, Q). The yields are 

sketched out by P = A, Q=A xor B. Feynman Gate (FG) can 

be utilized as a repeating gate. Since a fan-out is not 

permitted in reversible rationale, this gate is advantageous 

for duplication of the predefined yields. Figure 4 depicts the 

logic of the Feynman gates and its outputs. 

 

Fig.4. Feynman Gate 

C. Fred kin Gate 

It is a 3x3 reversible gate. It is a three input three output 

reversible gate with the representing inputs and outputs. 

Fred kin gate is a three input three output conservative 

reversible gate originally introduced by Petri. These kinds 

of logic circuits are used to conserve information. It will 

lead to improvement in energy efficiency of the circuit and 

increases the portability. Figure 5 shows the Fredkin gate 

and mentions its input and outputs. 

 

Fig.5. Fred kin gate 

D. Full adder design with help of Fred kin gates 

A full adder can be designed with the help of four fredkin 

gates. The Register Transfer Level schematic of the design 

of full adder with the help of fredkin gates is shown in the 

figure. Similarly the other components present in the design 

such as half adders, registers etc are also optimized with the 

help of design implementation using reversible logic gates. 

The design of the full adder can be shown as a schematic in 

the below Figure 6. 

 

Fig.6. Full adder designed using Fredkin gates 

The FIR filter is realized and reproduced in verilog HDL 

language. The designs are simulated in the Modelsim 6.4c 

so as to compare whether the output obtained from the 

modified design matches with the output obtained from the 

existing design when the same input is taken. All the 

designs are mapped to Xilinx toolbox and implemented in 

FPGA Spartan 3 XC3S 200 TQ-144.The synthesized areas 

in number of LUTs and delays in ns are obtained. After the 

design is implemented, the NCD file output from Place & 

Route (PAR) is read by Xilinx ISE XPower Analyzer 

(XPA) to estimate the activity rates. The power dissipation 

results simulated by XPA are obtained. 

IV. RESULTS 

A. RTL Schematic 

 

Fig .7. RTL Schematic of the design 

Figure 7 shows the RTL Schematic of the design which is 

Register transfer level view (viewed at gate level 

schematic). Figures8, 9 shows the simulation results of 

proposed and modified designs and checked whether the 

outputs are same for the provided same input. 
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B. Simulation Results of FIR Filter designed using TDA 

Block optimization   

 

Fig.8. Simulation Results of FIR Filter designed using TDA 

Block optimization    

C. Simulation Results of modified FIR Filter design using 

reversible logic 

 

Fig.9. Simulation Results of modified FIR Filter design 

using reversible logic 

Since the simulation results are compared successfully now 

the FIR filter is designed and implemented in Xilinx 

software so as to compare the hardware utilization and 

power consumption. Figures10, 11 shows the hardware 

implantation and Figure 12, 13 shows the power 

consumption of the existing and modified designs 

respectively. The results of area and power consumption 

obtained are compared in TABLE I. 

D. Area utilized by existing design 

 

Fig.10. Area utilized by existing design 

E. Area utilized by modified design 

 

Fig.11. Area utilized by modified design 

F. Power consumption by existing design 

 

Fig.12. Power consumption by existing design 

G. Power consumption by modified design 

 

Fig.13. Power consumption by modified design 
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TABLE I COMPARIOSIN OF AREA UTILISWD AND 

POWER CONSUMED BETWEEN THE PROPOSED FIR 

FITER DESIGN AND MODIFIED FIR FILTER DESIGN 

Method Area Power 

Spartan 3 LUTs Slices Gates Current  

(mA) 

Power 

(mW) 

Proposed 667 388 6324 4418 11044 

Modification 140 73 872 1568 3919 

V. CONCLUSION 

Motivated by the dominating cost of TDA block in FIR 

filter which cannot be effectively reduced by existing 

design algorithms that maximize sharing of adders in the 

MCM block, this paper modifies a new design methodology 

for area-power efficient FIR filter implementation by 

synthesizing the filter coefficients to specifically maximize 

the cost savings by applying Reversible logic gates in TDA 

block. The effective implementation cost of Reversible 

TDA block is determined based on operand bisection at 

some optimal tap position to reduce the sizes of subsequent 

structural adders and registers without violating the filtering 

specifications. From the above results tabulate in Table I 

which shows that the area of LUTs used is decreased from 

18% to3% from the modified design and the power 

reductions are also visible from the same table. It can be 

said that that the proposed solutions are efficient in 

reducing the hardware requirement and power consumption 

with good computation time of 40.416ns.  
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