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Abstract: The pandemic brought an exponential surge in the number of thefts and robberies. Absence of security 

guards due to this unforeseen situation was a prime factor behind this surge. Moreover, each year, companies and 

homeowners set aside a large budget only for security measures. To address these issues, we propose a security 

patrolling robot, eliminating or minimizing the need for a human security guard. The line following robot moves along 

a particular path and is equipped with camera and sensors. The faces detected by this robot are sent to a server. This 

server runs the face recognition algorithm on this image. We have used OpenCV, Python and deep learning for face 

detection and recognition. Deep learning approach is more efficient as compared to non - deep learning approaches 

since it requires a smaller dataset. If the face detected doesn’t match with the faces in the dataset then the buzzer on the 

robot will switch on. We also vary the tolerance factor of our face recognition algorithm and put forward the factor 

which gives the most accurate result. 
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I. INTRODUCTION 

The pandemic brought an exponential surge in the number 

of thefts and robberies. Absence of security guards due to 

this unforeseen situation was a prime factor behind this 

surge. FBI data for the first six months of 2020 shows 

murder and non-negligent homicide as up nearly 15 percent 

compared to the same time period last year. According to a 

report by Research Now, 70 percent thefts in India are home 

thefts. Moreover, each year, companies and homeowners set 

aside a large budget only for security measures. On an 

average a security guard's annual salary is around 25,000 

USD. Its expense increases with the number of alarm 

systems, surveillance cameras and hired security guards. It 

is not feasible to have multiple guards for patrolling of the 

entire area simultaneously. Though manual registration is 

made compulsory where people have to provide personal 

details like name, mobile number, reason of visiting, etc.; 

but these details can be misleading and fraudulent. Also life 

of security guard is at risk under extreme circumstances, 

where the intruder can attack the guard which may lead to 

physical damage or fatal. 

In the existing system, some human intervention is 

needed to monitor the activity recorded by the cameras. So 

here we propose an autonomous security patrolling robot 

eliminating or minimizing the need for a human security 

guard. The system is automatically alarmed when the 

recognized face does not belong to the dataset of authorized 

faces.  

II. LITERATURE SURVEY 

A night vision patrolling robot is proposed in [1]. In this 

proposed system, the robot is mounted with night vision 

camera. It starts capturing videos and images upon sound 

detection and sends it to the Blynk server. In this system a 

person has to remotely monitor if there are any intrusions 

happening in the footages transmitted by the robot. This 

system also uses Node MCU for connecting to Wi-Fi. 

In the patrolling robot proposed [2] in addition to the 

previous system, this system uses Local Binary Pattern 

Histogram for face detection and recognition. In our 

proposed system we use convolutional neural networking 

algorithm which is more efficient than LBPH.  

This system uses Eigen face approach for face detection 

[3]. In our proposed system we use convolutional neural 

networking algorithm which is more efficient than Eigen 

face approach. 

The Raspberry Pi is a crucial embedded structure and a 

single board PC used to reduce the multifaceted idea of 

systems constantly applications for image processing. This 

[4] uses viola-jones algorithm which uses cascaded xml file 

for the face detection. For having optimum speed for face 

detection on raspberry pi, the reduction in the camera 

resolution will increase the frame per second.  

The surveillance systems are building up with multiple 

cameras which are placed in different angles of view to 

track human objects this increases the number of cameras 
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used in the system [5]. An intelligent surveillance system 

with multiple cameras is complicated and costly. In this 

system a single camera is installed on the robot and it can 

move in all directions to take photos at different angles. 

Two gear motors are sufficient to produce the movement of 

spy robot and the motor driver module is used to supply 

enough current to drive two gear motors which protects the 

Raspberry-pi module from the damage. The major 

advantage of using the minimum number of gear motor is 

minimizing the power consumption. The entire system is 

based on a Raspbian operating system like Linux platform. 

The setup of the home security system involves the use of 

a Raspberry Pi 3 model B to which a Passive Infrared 

Sensor (PIR sensor) and a webcam are connected [6]. The 

Raspberry Pi 3 model B uses a 1.2 GHz quad-core ARM 

Cortex-A53 for processing, while the PIR sensor is used to 

detect motion and the webcam is used to perform face 

detection and image capturing processes using OpenCV 

image processing library and Python programming 

language.  During implementation of the system the PIR 

sensor is setup to detect motion in the secured environment, 

if motion is detected then the Raspberry Pi 3 model B 

makes use of the webcam to initiate the face detection 

process and on finding a face captures an image of the 

secured environment. The captured image is then sent to the 

E-Mail account of the owner using the concept of IoT, 

SMTP and MIME.  

III. PROBLEM DEFINITION 

The main aim of our proposed system is to make 

intrusion detection fully autonomous. In the system 

proposed in [1], there is no processing algorithm on the 

images captured by the robot. Hence human supervision is 

necessary to detect intrusion. The systems proposed in [2] 

and [3] use LBPH and Eigen face approach algorithms 

respectively. These two algorithms are non- deep learning 

algorithms and require larger dataset as compared to deep 

learning algorithms. Hence we see convolutional neural 

networking approach fit for our system.  

IV. BLOCK DIAGRAM OF PROPOSED SYSTEM 

Fig. 1 illustrates the block diagram of security patrolling 

robot's system. All the components are connected to the 

main controller i.e., RaspberryPi 4. The power supply 

which is connected to raspberry pi will switch on the circuit. 

The 5 MP Raspberry Pi 4 Model B camera module will 

capture images. 

HC-SR04 Ultrasonic sensor, Infrared Sensor (IR), and 

Sound sensor is connected to Raspberry Pi module and are 

mounted on the robot chassis. L293D motor driver is 

connected to two motors which are connected to the wheels 

of the robot. Also a buzzer is connected to Raspberry pi. 

The images captured by the camera will be transmitted to a 

Django Framework server. Face recognition algorithm is 

programmed at the backend of this server and the system is 

alerted if the captured image does not match with any of the 

images in the dataset of the stored authorized faces. 

 

Fig. 1 : Block Diagram 

V. SYSTEM FLOW CHART 

Fig. 2 depicts the flow chart of our system. Once powered 

up, the robot starts following a predefined line in the 

direction of sound. If the robot detects any human face 

along its path, it stops and captures the image and starts 

transmitting it immediately to the Django server where the 

dataset of the residents or authorized people and face 

recognition algorithm is already stored. If the face 

recognized belongs to the dataset, the robot continues 

moving. If not, then the buzzer on the robot will switch on 

thereby alerting the system. 

 
Fig. 2 : System Flow Chart 

VI. HARDWARE: LINE FOLLOWER ROBOT 

We have designed our line follower robot using IR and 

Ultrasonic sensors all connected to Raspberry Pi. An 

optional mic is also connected for sound triggered 

operation. IR sensors help the robot to follow a black line 

path and ultrasonic sensor help the robot for obstacle 

detection.  

A. Sensors 

1) IR Sensor Module: IR sensors help the robot to follow 

the black line. The IR sensor module has an IR 

transmitter and receiver. The IR transmitter transmits 
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the light and the receiver waits for the transmitted 

light to return back. IR light is completely reflected 

by a white surface and completely absorbed by a 

black surface. 

2) Ultrasonic sensor: The Ultrasonic Transmitter in the 

Sensor generates a 40 KHz Ultrasound. This signal 

then propagates through air. If there is any obstacle in 

its path, the signal hits the object and bounces back. 

This bounced signal is then collected by the 

Ultrasonic receiver. Based on the signal’s time of 

travel, the distance of the object can be calculated as 

the speed of sound. 

B. Principle 

The two IR sensors are connected at the front of the robot 

in such a way that they point on the two extreme edges of 

the black line. If none of the sensors detect the black line 

then the pi instructs the motors to move forward. If the left 

sensor detects the black line then the pi instructs the robot 

to turn left by rotating the right wheel alone. If right sensor 

detects the black line then the pi instructs the robot to turn 

right by rotating the left wheel alone. If both sensors detect 

the black line, the robot stops. In such a way the robot 

follows the black line. 

Fig. 3 shows how our line follower robot looks 

  
Fig. 3 : Line Follower Robot 

VII. SOFTWARE 

A. Face Detection using OpenCV and Python 

Face detection using Haar cascades is a machine learning 

based approach where a cascade function is trained with a 

set of input data.    

1) The detection works only on grayscale images. So it is 

important to convert the color image to grayscale. 

2) detectMultiScale function is used to detect the faces. It 

takes 3 arguments the input image, scaleFactor and 

minNeighbours.  

3) faces contains a list of coordinates for the rectangular 

regions where faces were found. We use these 

coordinates to draw the rectangles in our image. 

An example of face detection is shown in Fig. 4 

 
Fig. 4 : Face Detection 

B. Face Recognition 

For face recognition we have used convolutional neural 

networks. It involves the following steps: 

1)    The detection works only on grayscale images. So it is 

important to convert the color image to grayscale. 

2)    Calculate the face encodings of the detected face using 

dlib library  

3)    Compare these face encodings to the face encodings of 

the images stored in the dataset 

C. Django REST framework server 

We have created this server using the REST framework. 

The images captured by the robot are sent to this server. 

The face detection and recognition algorithms are 

programmed in this server and the results are displayed on 

it. This server can be accessed from anywhere on the same 

Wi-Fi network. Fig. 5 shows the basic look of our server. 

 

 

 
Fig. 5 : Django Framework Server 

 

VIII. RESULTS 

Table 1 depicts the results of our face recognition 

algorithm. Here we have varied the tolerance of the face 

recognition algorithm and observed the output against 

various test cases. 

It is observed that lower the tolerance value (i.e., 0.1-

0.3), stricter is the comparison. Hence to avoid false 

negatives, we have to choose higher values. The tolerance 

factor 0.4-0.5 work well for our algorithm. At tolerance 

factors higher than these values, false positives are 

observed. Hence, tolerance of 0.4-0.5 is ideal for our 

system. 

 

Table 1: Results 
Tolerance Actual Output Accuracy 

0.3 Person 1 Intruder 0 

 Person 2 Intruder  

 Person 3 Intruder  

 Intruder Intruder  
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0.4 Person 1 Person 1 100 

 Person 2 Person 2  

 Person 3 Person 3  

 Intruder Intruder  

0.5 Person 1 Person 1 100 

 Person 2 Person 2  

 Person 3 Person 3  

 Intruder Intruder  

0.6 Person 1 Person 1 25 

 Person 2 Person 2,3  

 Person 3 Person 1,2,3  

 Intruder Person 1,2  

0.9 Person 1 Person 1,2,3 0 

 Person 2 Person 1,2,3  

 Person 3 Person 1,2,3  

 Intruder Person 1,2,3  

IX. CONCLUSION 

The deep learning approach to face recognition presented 

in this paper does not require a large dataset, i.e., only one 

or two images per person are sufficient for the neural 

network to correctly identify the person. Other non-deep 

learning approaches like LBP and Eigen face approach 

require a large dataset and hence are less efficient as 

compared to convolutional neural networks as far as 

security systems are concerned. Because we have used deep 

learning, new additions of authorized people can be easily 

done just by feeding one or two images of the person to the 

algorithm. From our findings we conclude that face 

recognition using convolutional neural networks with 

tolerance factor 0.4 - 0.5 gives accurate results and is ideal 

for security systems. 

Further, we can extend our system by creating a mobile 

application where the alerts pop up on the user's mobile, 

and the user can know the exact time and location of the 

intruder. The scope of this system is not only related to 

indoor security systems but can also be extended to secure 

international borders and other areas which require high 

security. 
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