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ABSTRACT - Machine Learning is a part of data science in which we create the models and use them to predict. And it 

deals with many algorithms which are accurate. 

It is at the top of the line to the most intriguing vocations with regards to information examination today. As 

information sources multiply alongside the figuring capacity to process them, going directly to the information is a 

standout amongst the most suitable approaches to rapidly pick up experiences and make expectations. 

Machine Learning can be used for certain aspects like regression, classification, decision making, clustering, 

forecasting, deep learning, inductive logic programming, hereditary calculations, SVM inadequate word reference 

learning, and so on. Directed learning or arrangement is the AI assignment of deriving a capacity from a piece of 

named information. 

Machine learning is used in artificial intelligence (AI).AI is the physical entity of Machine learning.  In artificial 

intelligence the body takes the data from the sensor or any tools. AI uses Machine learning in order to check the given 

data from the receptors and acts according to it. AI body learns from its previous data all by themselves and works 

according to the events. 

In Machine learning the process begins with the analysing of previous data provided by the users, sensors or direct 

experiences. In the process we analyse certain patterns which effect the output. After analysing we train the model by 

using these patterns. Then the model is ready to predict the output. Here the process has less priority than the 

data. The main motto is to train the machine in order to avoid human interaction. 

Student Grade Prediction is a way of predicting a student grade based on his/her previous marks. This also makes the 

student know whether he/she is in a position to reach his/her expected marks or not. If this model shows that he/she 

needs to improve then that student can prepare more for that semester so that he/she can reach their expected score. 

This help students to know their capabilities and also their weaknesses so that they can make use of those capabilities 

and work even more on them to get great opportunities and also to make them know their weaknesses so that they can 

strive hard to overcome them and then achieve their expected scores.  

Keywords: Machine Learning, Student Grade, Data Mining, Scipy, Numpy, Matplotlib, Random forest  

I. INTRODUCTION 

Extensive efforts have been made in order to predict 

student performance for different aims, like: detecting at 

risk students, assurance of student retention, course and 

resource allocations, and many others. This research aims 

to predict student performance to engage distinct students 

in researches and innovative projects that could improve 

universities reputation and ranking nationally and 

internationally. However, analyzing students records for 

start up to medium size institutes or schools, like the of 

small students’ dataset size in educational domains. 

Additionally, in most researches that were aimed to 

classify or predict, researchers used to spend much efforts 

just to extract the important indicators that could be more 

useful in British University in Dubai which have small size 

of students records, have never been explored in 

educational or learning analytics domain. Yet, that were 
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investigated in other fields, like: health sciences and 

Chemists .So, this project aims to explore the utilization 

possibility constructing reasonable accurate predictive 

models. They will either use features ranking algorithms or 

will look at the selected features while training the dataset 

on different machine learning algorithms. Instead, and 

until recently, there have been no research efforts to 

investigate the ability of visualization or clustering 

techniques in identifying such indicators for small dataset, 

especially in the learning analytics domain .If such studies 

will be conducted, its outcomes might prove the feasibility 

of mitigating the hassle that is normally spent on features 

extraction or selection processes. 

Prediction of student’s performance became an urgent 

desire in most of educational entities and institutes. That is 

essential in order to help at-risk students and assure their 

retention, providing the excellent learning resources and 

experience, and improving the university’s ranking and 

reputation. However, that might be difficult to be achieved 

for startup to mid-sized universities, especially those 

which are specialized in graduate and post graduate 

programs, and have small students’ records for analysis. 

So, the main aim of this project is to prove the possibility 

of training and modelling a small dataset size and the 

feasibility of creating a prediction model with credible 

accuracy rate. This also makes the student know whether 

he/she is in a position to reach his/her expected marks or 

not. If this model shows that he/she needs to improve then 

that student can prepare more for that semester so that 

he/she can reach their expected score. 

IN SIMPLE TERMS: 

Student Grade Prediction is a way of predicting a student 

grade based on his/her previous marks. 

This also makes the student know whether he/she is in a 

position to reach his/her expected marks or not. If this 

model shows that he/she needs to improve then that 

student can prepare more for that semester so that he/she 

can reach their expected score. 

 

                               Fig 1.1 

II. LITERATURE REVIEW 

Peoplediscussedtheforemostreasonsfortheincreasingdemand

ofpython.x While though python is slower in runtime 

compared to the compiled language slike C,C++,it is 

preferred by developers within the field of information 

analytics, numerical computations and majority technical 

domains like AI, ML, Deep Learning etc. 

We have explained about the python importance within the 

world of programming. We discussed the important 

libraries and packages that are available in python. Python 

provides many tools to make the exploration of scientific 

problems easier. One in every of its strength is NetworkX 

in conjunction with packages Scipy, Numpy, Matplotlib 

and their links to LINPACK, ODE integration tools and 

other tools written in FORTRAN and C allows analysis 

and implementation of algorithms for analyzing dynamics 

of network coupled oscillation . 

Small world phenomena are been observed and applied in 

many types of technologies. A study of information within 

which the attributes behave and relationship exists. The 

project is all about data and its behavior. Prediction of the 

final grade can be defined as follows ”Given a dataset 

containing attribute of 396 Portuguese students where 

using the features available from dataset and define 

classification algorithms to identify whether the student 

performs good in final grade exam, also to evaluate 

different machine learning models on the dataset.” 

This also makes the student know whether he/she is in a 

position to reach his/her expected marks or not. If this 

model shows that he/she needs to improve then that 

student can prepare more for that semester so that he/she 

can reach their expected score. 

 USAGE: 

By using web Link one can access the page easily and can 

enter his/her details. 

By using them the model will Predict the GRADE of the 

student based on his/her previous marks. 

Model can even predict whether he/she will pass/fail in the 

next semester 

A message will also be given based on his/her Grade Such 

as: 

1. If the student grade is “A” then the message is “You Are 

Excellent”. 

2. If the student grade is “B” then the message is “You Are 

Good”. 

3. If the student grade is “C” then the message is “You Are 

OK”. 

4. If the student grade is “D” then the message is “You 

Need To Improve”. 

5.If the student grade is “F” then the message is “You 

Need To Work Hard”. 

By that message the student can prepare according to that. 

CONTRIBUTING: 

Student Grade prediction is a model which is designed 

using “Machine Learning” technology. Machine Learning 

means predicting the present based on past scenarios and 
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predicting the future based on past and present scenarios. 

In higher educational institutes, early grade prediction is 

an important area of interest as it allows instructors to 

improve students' performance in their courses by 

providing special attention at the early stages. Machine 

learning techniques can be utilized for students' grades 

prediction in different courses. However, the performance 

of these techniques is highly dependent on the quality of 

data that made the selection of model a challenging task. 

Therefore, in this paper, we evaluate different state-of-the-

art machine learning techniques for university students 

grade prediction. Ultimately we find that Restricted 

Boltzmann Machines (RBM) can more accurately predict 

students' grades. The predicted grades by these techniques 

visualize uncertainty on student learning and can be used 

for confidence gains, student degree planning, 

personalized advising, and to enable instructors to identify 

potential students who might need assistance in relevant 

courses. 

PROBLEM IDENTIFICATION 

The problem statement can be defined as follows “Given a 

dataset containing attribute of 396 Portuguese students 

where using the features available from dataset and define 

classification algorithms to identify whether the student 

performs good in final grade exam, also to evaluate 

different machine learning models on the dataset.” 

OBJECTIVE 

The main objective of this project is to use data mining 

methodologies to study students performance in the 

courses. Data mining provides many tasks that could be 

used to study the student performance. In this research, the 

classification task is used to evaluate students performance 

and as there are many approaches that are used for data 

classification, the decision tree method is used here. 

Information like Attendance, Class test, and Assignment 

marks was collected from the students management 

system, to predict the performance at the end of the 

semester. 

The overall vision for the Performance Prediction System 

is that it will fulfill the following objectives: 

 • To create a user friendly web interface on which the 

system can be implemented. 

 • To be able to predict the student performance using the 

Naive Bayes and ID3 algorithms.  

• To determine the more efficient data mining classifier 

among the two classifiers used.  

• To be able to make the performance prediction 

methodology more efficient and accurate. 

Prediction of the final grade of Portuguese high school 

students. The overall study is explained in four sections, 

including this introduction. The following section will talk 

about the used methodology. 

III. PROPOSEDMETHODOLOGY 

Since universities are prestigious places of higher 

education, students’ retention in these universities is a 

matter of high concern. It has been found that most of the 

students’ drop-out from the universities during their first 

year is due to lack of proper support in undergraduate 

courses. Due to this reason, the first year of the 

undergraduate student is referred as a “make or break” 

year. Without getting any support on the course domain 

and its complexity, it may de motivate a student and can be 

the cause to withdraw the course. 

There is a great need to develop an appropriate solution to 

assist students retention at higher education institutions. 

Early grade prediction is one of the solutions that have a 

tendency to monitor students’ progress in the degree 

courses at the University and will lead to improving the 

students’ learning process based on predicted grades. 

Using machine learning with Educational Data Mining can 

improve the learning process of students. Different models 

can be developed to predict students’ grades in the 

enrolled courses, which provide valuable information to 

facilitate students’ retention in those courses. This 

information can be used to early identify students at-risk 

based on which a system can 1 suggest the instructors to 

provide special attention to those students. This 

information can also help in predicting the students’ grades 

in different courses to monitor their performance in a 

better way that can enhance the students’ retention rate of 

the universities. 

Using various packages such as cufflinks, 

seaborn&matplotlib to represent the data along with 

different attributes graphically or pictorially to analyze the 

dataset for predicting the Final Grade(G3). 

IV. IMPLEMENTATION 

The dataset collected belongs to a Portuguese high school 

students from the internet. 

Inputs: Independent variables that influence the behavior 

of output variable. 

['school', 'sex', 'age', 'address', 'famsize', 'Pstatus', 'Medu', 

'Fedu', 

 'Mjob', 'Fjob', 'reason', 'guardian', 'traveltime', 'studytime', 

 'failures', 'schoolsup', 'famsup', 'paid', 'activities', 'nursery', 

 'higher', 'internet', 'romantic', 'famrel', 'freetime', 'goout', 

'Dalc', 

 'Walc', 'health', 'absences', 'G1', 'G2', 'G3'], 

dtype='object')] 
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Output:Exited 

 

Describing the data: 

 

Exploratory data analysis: 

Correlation:  

 

Data visualization (HEAT MAP): 

 

Fig 1.2 BAR PLOTs FOR DIFFERENT ATTRIBUTES: 

 

                Fig 1.3 

 

                          Fig 1.4  

 Boxplot of final grades 

 

         Fig 1.5 

Testing and Training the data 

In this model we use the testing size of 20% and the 

training size of 80%. 

We split the data into x_train, y_train, x_test and y_test. 

The training data is used to train the model. The testing 

data is used for prediction by using the model which is 

trained from the training data. The training data is taken 

random from 365 rows. For every compilation in the 

model the data changes and the results may vary every 

time. 

Here training and testing is done by The normal method. 

 

                 Fig 1.6 

V. ALGORITHMS USED 

LINEAR REGRESSION - 

Linear regressionmay be defined as the statistical model 

that analyzes the linear relationship between a dependent 

variable with given set of independent variables. Linear 

relationship between variables means that when the value 

of one or more independent variables will change (increase 

or decrease), the value of dependent variable will also 

change accordingly (increase or decrease) 
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Elastic-Net REGRESSION- 

The Elastic-Net is a regularized regression method that 

linearly combines both penalties i.e. L1 and L2 of the 

Lasso and Ridge regression methods. It is useful when 

there are multiple correlated features. The difference 

between Lass and Elastic-Net lies in the fact that Lasso is 

likely to pick one of these features at random while elastic-

net is likely to pick both at once. 

SVM - 

SVM is fully known as Support Vector Machine. SVM is 

in the list of supervised machine learning algorithms which 

performs analysis through differentiating the data points 

which may be linearly or non-linearly separable. It uses the 

hyper plane to separate the data points. However, it is 

mostly employed in classification problems 

RANDOM FOREST ALGORITHM– 

Random forest algorithm is used in machine 

learning which is employed for both classification and 

regression analysis. It involves building several decision 

trees and combining the output to give the result of the 

model. Each individual tree in the forest gives a class 

prediction value and the class which gets the maximum 

number of votes is declared as the result of the classifier. 

Extra Trees ALGORITHM– 

Extra trees algorithm is another extension of bagged 

decision tree ensemble method. In this method, the random 

trees are constructed from the samples of the training 

dataset. 

Gradient Boosted ALGORITHM– 

In gradient boosting, many models are trained 

sequentially. Each new model gradually minimizes the loss 

function (y = ax + b + e, where ‘e’ is the error term) of the 

whole system using Gradient Descent method. 

The learning method consecutively fits new models to give 

a more accurate estimate of the response variable. The 

main idea behind this algorithm is to construct new base 

learners which can be optimally correlated with negative 

gradient of the loss function, relevant to the whole 

ensemble. 

In Python Sklearn library, we use Gradient Tree Boosting 

or GBRT which is a generalization of boosting to arbitrary 

differentiable loss functions. It can be utilized for both 

regression and classification problems. 

Base Line    

A baseline is a method that uses heuristics, simple 

summary statistics,  randomness, or machine learning to 

create predictions for a dataset. You can use these 

predictions to measure the baseline's performance (e.g., 

accuracy)-- this metric will then become what you 

compare any other machine learning algorithm against. 

 

PREDICTOR: 

We used median baseline to predict the new values given 

by the user. We take all normalized values as inputs and 

tell about churn.  

 

VI. RESULTS AND DISCUSSIONS 

Since the accuracy is the main key metric that the 

evaluation of machine learning models will be relying on, 

the baseline accuracy is calculated at first (also called ‘no 

information’ rate) for both datasets.  

After cleaning the dataset we test and train the system to 

the dataset and then we used seven different 

algorithms(Linear Regression, SVM algorithm, Random 

forest algorithm, Elastic net Regression, Extra trees 

algorithm, Gradient boosted algorithm and Baseline 

algorithm ) to choose the best algorithm suitable for this 

specific data. 

In that function, the attributes in that dataset were grouped 

according to their similarity with the help of agglomerative 

traditional hierarchical clustering algorithm that is 

embedded within the heatmap function. In other words, 

since clustering is performed for rows and columns, then, 

the attributes and values that are similar to each other were 

grouped close to each other in one cluster.  

 

                         Fig 1.7 
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                              Fig 1.8 

 

Fig 1.9 

The extracted key indicators, which was extracted from the 

visualization analysis, were fed in the five chosen 

classification algorithms. But, it’s worth mentioning that 

since the chosen classification algorithms have the 

capability to train two different attributes’ types, i.e. 

nominal and numeric, both were tried and trained. Then, 

the accuracy results were evaluated to see which variable 

type can work efficiently with each classification 

algorithm in training the datasets of interest. 

The predictions rates, in comparison with the baseline, are 

76.3% and 69.7% for dissertation grade and all courses 

grade class, in respectively. 

At a certain instance we can see the algorithm procedures 

as same but the randomness of the data may vary the 

accuracy. As we check the recall score for every algorithm 

we can see that recall score=100. If it is not 100 then the 

classification becomes wrong. The priority is high to the 

accuracy but, we have to consider the recall score and 

auc_roc scores. They play an important role in the 

prediction. The algorithm predicts but, it is predicted 

correctly or not tell by recall score. 

As the data is biased we can see the accuracy is very low 

due to the data provided. The data has only 20% of exited 

so we can’t train a model which works more accurately. 

As we can see the auc_roc scores are between 50-60 which 

is the acceptance range.  

This score helps us to accept the algorithm to predict. The 

recall score is more important than the accuracy score. 

Theprediction becomes more accurate when we train more 

data which is preprocessed. The data must consist of equal 

exited and non exited rows. The data is totally biased as 

we can see in the graphs above. 

To remove the biased nature by allocating the data to all 

other ranges. The hidden patterns tell about the chain 

resembling the exited nature. As we train the data with 

train split 0.2 also effect the accuracy but, the selection of 

algorithm would be same. 

For certain purpose we may encrypt the data then we may 

face some problems. The encrypted data is complex and 

varies with floating values then, the accuracy may differ 

every time but, final selection is same. As complex the 

data we cant handle or we can’t decrease the comparison 

between the attributes. The data frame may have the values 

which we cant enter in the prediction box.  

However, in as much as the model has a high accuracy, the 

final grades of students may go wrong. This could be 

improved by providing retraining the model with more 

data over time while in the meantime working with the 

model to save some that would improve by the students 

performance in exams. 

VII. CONCLUSION &FUTURESCOPE 

Predicting students’ performance for post graduate study is 

important for any educational institutions. It is important 

especially, for those who are aiming to give students 

opportunities in doing something useful in their field of 

study, and those who are aiming to well manage the 

needed teaching resources for excellent learning 

experiences, like the British University. The British 

University in Dubai is a start-up research-based institute 

which aims to improve its reputation and ranking by 

selecting high performing students to engage them in 

solving real world issues. So, predicting distinguished 

students is an urgent desire. Additionally, knowing 

students’ performance in each course beforehand is a main 

requirement in order to help at risk students by mitigating 

the challenges that they are facing in their learning 

journeys and helping them excel in the learning process.  

The support vector machine classifier with radial kernel 

was the one which proved its efficiency (among the rest of 

classifiers) in predicting students’ performance in all 

courses’ grades, including their dissertation projects’ 

grade. The main reason that may be attributed to that 

classifier’s success is the model training method that its 

used, which relies only on a few data points or samples 

(those which are very close to the hyperplane) to build its 

classification model. 
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Only students administration records to form the 

classification models, ignoring by that other variables that 

could affect students’ learning outcomes, like: attendance, 

instructor course delivery, and many others. That was 

because the main focus in this project was to explore the 

feasibility of utilizing from small dataset size in predicting 

student performance and to shed the light on the 

importance of visualization and dendrogram in identifying 

valuablepredictors. 
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