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Abstract - Power Lomax distribution is considered. Bayesian method of estimation is employed in order to estimate the
reliability function of power Lomax distribution by using non-informative and beta priors. In this paper, the Bayes

estimators of the reliability function have been obtained under squared error, precautionary and entropy loss
functions.
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I.  INTRODUCTION
The power Lomax distribution has been proposed by Rady et al. [1]. They studied this distribution for remission times of
bladder cancer data. The probability function f (X;H) and distribution function F (X; 49) of power Lomax distribution are

respectively given by

f(x;60)=a02"x*" (/1 +x° )_(M) ;X >0. 1)
F(x;@):l—/lé’(ﬂ+xa)_6 x> 0. @)
Let R (t) denote the reliability function, that is, the probability that a system will survive a specified time t comes
out to be
R(t)=4%(2+t) " ;t>0. @)
And the instantaneous failure rate or hazard rate, h(t) is given by
h(t)=aot* (2+t7) . @
From equation (1) and (3), we get
ax** (A+x) log2x?)
f(x;R(t))= —log R(t) || R(t) |log(z+(t/2)) ; O<R(t)<1. (5)
OO = gy RONRO T 0<R(0)

The joint density function or likelihood function of (5) is given by
n axia‘l(}Hxi"")
f(x|R(t))=
(XIR() 1.:1[ Iog(l+(t""/ﬂ))
The log likelihood function is given by
n [ ax (A+x7)

log f =1 SR VO A
o °9£H{mg<1+<tw>>ﬂ

+nlog[ —log R(t)]+(znzlog (A+x )/Iog (1+(ta/i))jlog [R(1)]

Differentiating (7) with respect to R (t) and equating to zero, we get the maximum likelihood estimator of R (t) as

ﬁ(t):exp{—n{log o (12))/ glog(ﬂ+xf)H. ®

[—tog R(t) [R(x)] ) ) ©

0
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1. BAYESIAN METHOD OF ESTIMATION

The Bayesian estimation procedure have been developed generally under squared error loss function
N N 2
L[R(t),R(t)j:(R(t)—R(t)j | ©

where R(t) is an estimate of R(t) . The Bayes estimator under the above loss function, say R(t) is the posterior mean,

S b
i.e.,

R(t), =E[R(1)] (10)

The squared error loss function is often used also because it does not lead extensive numerical computation but several authors
(Zellner [2], Basu & Ebrahimi [3]) have recognized the inappropriateness of using symmetric loss function. Canfield [4] points
out that the use of symmetric loss function may be inappropriate in the estimation of reliability function. Norstrom [5]
introduced an alternative asymmetric precautionary loss function and also presented a general class of precautionary loss
function with quadratic loss function as a special case. A very useful and simple asymmetric precautionary loss function is

A

L(ﬁ(t),R(t)j: (R(t)R(tR)(t)j w

The Bayes estimator of R(t) under precautionary loss function is denoted by R(t)

P and is obtained by solving the

following equation
1

R(Y), = ERO) | 2
R(t)
(t

In many practical situations, it appears to be more realistic to express the loss in terms of the ratio

. In this case,

Calabria and Pulcini [6] points out that a useful asymmetric loss function is the entropy loss

L(5)ec [5" —p log, (5)—1] , where & = FAQ(t)/R(t), and whose minimum occurs at ﬁ(t) =R(t) when p>0, a

N

positive error (R(t) > R(t)j causes more serious consequences than negative error, and vice-versa. For small | p| value,

the function is almost symmetric when both R (t)and R (t) are measured in a logarithmic scale, and approximately

2 n 2

L(5)ocp7[loge R(t)-log, R(t)} .

Also, the loss function L(5) has been used in Dey et al. [7] and Dey and Liu [8], in the original form having p =1. Thus
L(5) can be written as

L(5)=b[5-log, (5)-1]; b>0. (13)

The Bayes estimator of R (t) under entropy loss function is denoted by @& and is obtained as

R(t), =|:E[$j}l. (14)

For the situation where we have no prior information about R (t) , We may use non-informative prior distribution

Q(R(t)):m; 0<R(t)<L. (15)
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The most widely used prior distribution for R (t) is a beta distribution with parameters &, > 0, given by
h,(R(t))=

3. Bayes estimators of R (t) under h, ( R (t))

——[RMO][1-R(®)]""; 0<R(t)<1. (16)

Under h1 ( R (t)) , the posterior distribution is defined by
{f(le(t))m(R(t))dR(t)

Substituting the values of hl(R( )) and f ()_(l R(t)) from equations (15) and (6) in (17), we get
@ Z'Og( x)
(A ) | 1
{ i-1 Log (1+(ta A)) ~log R(t)] [R(t)] wsle(/2)) R(t) log R(t)

(R()1x)=
1 n al /1+X ZIOQ( ) 1
!{ { }[ log R(t)]" [R(t)]logl+ /1)) ] R(t)

iy Iog 1+ ta/ﬂ R(t) log R(t)

[R(t)J[ng (2 /Iog 1+ J [ log R(t):ln —il
j[R(t)]@"g o) s [-log R(t)]"" dR(t)

(ZIog (2+x /Iog (1+(ta/;t))jn

or, f (R (t)| X) [R (t):l[izil:log(/“x?)/Iog(H(ta//l))]& [—Iog R (t):ln—l (18)

r(n)
Theorem 1. Assuming the squared error loss function, the Bayes estimate of R (t) , is of the form
A log(1+(t*/2
>’ log (}t + xf‘)
i=1

Proof. From equation (10), on using (18),

t), =E[R(t)]= jR R(t)x)dR(t)

j‘R(t) [Izlllog (2+x /Iog (1+(ta/it))jn

I:R (t)][glog(}ﬂrxi‘a)/log(1+(ta/i))]—l [—Iog R (t ):ln—l dR (t)

r(n)
ilog(ﬂ+xf‘) log (1+(t*/4) ) . " i .
ze: r/(n) ( ) JIR@OTF = 0g R(H] aR (1)
_(Zlog (;t+xia)/log (1+(ta/ﬂ))]n r(n)
- r(n)

ey i)

or, I%(t) _ 1+Iog(1+(ta//l)) _
° Zﬂ:log(ﬂ+xf‘)
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Theorem 2. Assuming the precautionary loss function, the Bayes estimate of R (t) , is of the form

2

2log (1+(ta//1)) , (20)

n

iZﬂ:log(ﬂb+xi")

Proof. From equation (12), on using (18),

(), <[E(RO)]
:E[(R(t))z f (R(tlx))dR(t)}

> log(A+x)/log(1+(t*/4 ) "
_ J‘(R(t)) ( g( r/( )g( ( ))] I:R(t)][émg(,uxf‘)/Iog(h(ta/a))}lI:_Iog R(t):lnildR(t)

R(t),=|1+

NI

1
2

_ [Zlog(/1+x )/|09(1+(ta/3«))j J-[ (t ):I[zlog (2x)1oa(1+(t2/2)) ]+1[ log R(t)]n 1dR(t)

r(n)
(2<>/ )] r(o) |
F (o0 x) roar c/2)) ) 2]

1

n 2

(anllog A+x /Iog(1+(ta//1))j
[(»n log (A + %} /Iog(1+(ta/ﬂ,))j jn

-1

, N 21 1 ajA
or B(t),=| 1+ nog( +(t2/ ))
> log(A+x7)
i=1
Theorem 3. Assuming the entropy loss function, the Bayes estimate of R (t) , is of the form
A 1 a 21
S N TG CIE)) @
> log (ﬂ + x;"‘)
i=1

Proof. From equation (14), on using (18),

ro-[<{aia |

=[ % f (R(t|§))dR(t)]
R [iz:l:log (A+xia)/log (1+(ta/i))]n 7
B !R(t) r(n)

O ey 2

I:R(t)][glog(iﬂﬁ)/Iog(1+(ta//1))]71 [—Iog R(t ):In—l drR (t)

— -1

> lo A+x2)/log(1+(t*/A nl .
_ (; g( g{n)g( ( ))j ![R(t):I[lzlllog(/1+xf‘)/log(1+(ta/ﬂ))]2 [—Iog R(t)]n—l dR(t)
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-1

_[iZn_:.log (/’L+xia)/|og (1+(ta/ﬂ))jn r(n)
r(n) [[iz:l:log (;L+xia)/log (1+(ta/ﬂ)))71]n

— -1

[zl: log (2 +x?)/log (1+(ta/ﬂ))jn
—([glog (2+x7)/tog (1+(ta/ﬂ))j—ljn

n

log (1+(t*/2))

;Iog(ﬂmuxf)

4. Bayes estimators of R(t)under h, (R (t))

o R(t). =|1-

Under h2 (R (t)) , the posterior distribution is defined by
f(R(t)l)_()zl f()—(lR(t))hZ(R(t)) (22)
J T (xIR©)h(R(©)IR(t)

Substituting the values of h, (R (t)) and f (5 IR (t)) from equations (16) and (6) in (22), we get

Zlog(ﬂ. )

n axiafl(ﬂ_kxia)
(1| e | oo O ER ot

[ROT[2-R(H]

o 1
B(a.8)

1 ll[|:aXI_l(z+) I: log R(t)] [R(t)]iki( //1)
Il = Iog(1+(ta//1)) dR (t

f(R(t)]x)=

s [ROT =R
[R(t)][img (1) oofasf/2) ]*“TlogR O] [1-ROT

R E ) g R T 1R )] R ()

0

or,

[R (t)][glog(ﬂﬁrx?)/|09(1+(ta/ﬂ-))]+0!*1 |:—|Og R (t)]n [1_ R (t )]ﬁ‘—1 (23)

r(n +1)[fzé(—1)k [ﬂk—l][}/[iz"l:log (2+x7)/1og (1+(ta/ﬂ))j+a + k]nﬂ}

Theorem 4. Assuming the squared error loss function, the Bayes estimate of R (t) , is of the form

f(R(1)x)=

n+1

0. - fi( [ﬂk 1}[1//(Z|og(z+xf)/log(1+(ta/;t)))+a+1+kJ -

_ﬂi( —1)" { J[J/(iznl:log(,uxﬁ)/log(1+(ta/;t))J+a+kJM

Proof. From equation (10), on using (23),

R(t), =E[R(t)]
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[R(t)][z'“* o) Log ROT [1- R 4R (D)
F(n+1){2( 1) Zlog A+ X2 /Iog(1+(t //‘L))j+a+kj }

e

i R(t)](z'g /'g” A Taog ROT 21RO dR(Y)

0

—r(n+1) ;(_1)k[ k_ J[}/[ZIOQ(Z+X?)/I09(1+(ta/z))j+a+kjnﬂ}
S (L I Rt |
S /H(—l)k ('Bk_j@/[élog (2+x*)/10g (1+(ta/,1)))+a+k]

Theorem 5. Assuming the precautionary loss function, the Bayes estimate of R(t), is of the form
- T e ) e I N
) g(—l)k (ﬂglj[%[i;log(z+xia)/log (1+(ta/ﬁ,)))+a+k]

Proof. From equation (12), on using (23),

R0, <[EROY]
[(R(0) ¢ (=(1)8m(0)|

n+1

k=0

n+1

1
2

[R( t)][g.og(me)/ '09(1+(ta/i))]*“‘1 [-logR(t)]' [1-R(t)]"" dR (1)

T ]S (7, T et )]

[LR () El) st e [iog (1) [1- R (1)) dR (1)
r(n +1)Lﬁz:(—1)k ('Bk_lJ@/(izn;log (2+x7)/10g (1+(t""/}t)))+ a+ kjm }

1
n+l (2

o, - fz_jz(l—l)k (ﬁl(_lJ@/[ianllog(MXia)/log (1+(ta//1))j+a+2+knl

Z;(_l)k [ﬁlzlJ[J/[izl“log (2+x7)/10g (1+(ta/l))]+a + kj

Theorem 6. Assuming the entropy loss function, the Bayes estimate of R (t) , is of the form

n+1

2(_1)k [ﬁk_j[%[glog (2+x*)/10g (1+(t*/2 )j+a + k] (26)

R =| YT
kz(;(—l)k[ ) J[&/[;Iog(/?.+xia)/log(1+(ta/ﬂ.))]+a—1+kj
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Proof. From equation (14), on using (23),

R(t), = E{%] ’
- TT (R(tlx))dR(t)}

- [R(O)]E) ol og R T [1- RO
R

° (t)r(nﬁLl)[:i;(—l)k (,Bk_l][}/(izl“log (2+x)/1og (1+(ta//1))j+a+k]n+l}

— -1

] RG] S )2 Log Ry [1-R (] dR (1)
F(n+1)LZ(;(—1)k£ k_lJ[%(ian:Iog (ﬂ+xf‘)/log (1+(ta/ﬁ,)))+a+kJnﬂ}
S l( 1)k [ﬂk 1}(7/[%]09 (/”L+x;"‘)/log (1+(ta/;t))]+a—1+ k]n+1 )

dR(t)

ﬁ( 1)’ [ﬂk 1}(%2.09 (4+x2)/log (1+(t/ ‘))Jﬂ“ k]
v v | B N (Bosrioatantro) e

O( 1) (ﬂk 1}[%(??09(2+xia)/log(1+(ta/ﬂu))]+a—1+k]nﬂ

1. CONCLUSION

k=

We have obtained a number of Bayes estimators of reliability function R (t) of power Lomax distribution. In equations (19),
(20), and (21), we have obtained the Bayes estimators by using non-informative prior and in equations (24), (25), and (26),
under beta prior. From the above said equation, it is clear that the Bayes estimators of R(t) depend upon the parameters of
the prior distribution. In this case the risk function and corresponding Bayes risks do not exist.
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