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Abstract--This paper aims at generating automated captions by learning the contents of the image. At present images 

are annotated with human intervention and it becomes nearly impossible task for huge commercial databases. The 

image database is given as input to a deep neural network (Convolutional Neural Network (CNN)) encoder for 

generating “thought vector” which extracts the features and nuances out of our image and RNN (Recurrent Neural 

Network) decoder is used to translate the features and objects given by our image to obtain a sequential, meaningful 

description of the image [1] [16].  
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I. INTRODUCTION 

A large amount of information is stored in an image. Every 

day, image data that are generated are enormous in 

amounts. These data are generated by social media, CCTV 

footage, etc. generating captions manually thus becomes a 

tedious task. Deep learning can be used to automatically 

annotate these images, thus replacing the manual 

annotations done. This will greatly reduce human error as 

well as the efforts by removing the need for human 

intervention. The generation of captions from images has 

various practical benefits, ranging from aiding the visually 

impaired, to enable the automatic, cost-saving labeling of 

the millions of images uploaded to the Internet every day, 

recommendations in editing applications, beneficial in 

virtual assistants, for indexing of images, for visually 

challenged people, for social media, and several other 

natural language processing applications [1]. Image 

captioning can also be used for educational purposes for 

teaching pre-primary children to make them aware of what 

all entities are present within a picture. The image 

captioning model can be used for the enhancement of 

products like Google Lens. Google Lens is used by users to 

identify objects and provide relative e-commerce links. 

With our project imbibed, Lens can also explain the 

scenario to a confused user. The field brings together state-

of-the-art models in Natural Language Processing and 

Computer Vision, two of the major fields in Artificial 

Intelligence. There are many Natural Language Processing 

(NLP) applications right now, which extract 

insights/summary from a given text data or an essay etc. 

The same benefits can be obtained by people who would 

benefit from automated insights from images. One of the 

challenges is the availability of a large number of images 

with their associated text on the ever-expanding internet. 

Generating captions automatically from images is a 

complex task as it entails the model extracting features 

from the images and then forming a meaningful sentence 

from the available features [1]. Basically, the feature 

extraction is done by training a Convolutional Neural 

Network (CNN) with a huge number of images, and the 

correct weights are identified by multiple forward and 

backward iterations. With the help of RNN (Recurrent 

Neural Network) and the extracted features, a sentence is 

generated [1].  

II. LITERATURE SURVEY 

A. Deep Learning based Automatic Image Caption 

Generation [1]  

The aim of the paper [1] is to generate captions to the 

image which is normally, manually annotated by data 

annotators. It first creates feature vectors with the help of 

CNN and later uses RNN for the creation of sentences with 

the help of features gained before. For the purpose of 

automated captioning, a pre-trained model called VGG16 

model is being used. This model [1] makes use of a RNN 

which encodes the variable length input into a fixed 

dimensional vector and uses this representation to “decode” 

it to the desired output sentence [1] [4]. An encoder is a 

process of extracting vectors which describe contents of an 

image. A decoder reverses the process of encoding. 

Decoder process uses layers like tokenizer, embedding, 

GRU and dense layer. The paper also points few previous 

works done on image captioning. The paper [1] uses 2 

approaches for obtaining image captioning with the same 

dataset i.e. MS-COCO, one without using Attention Model 

and one using Attention Model. Finally, the paper 

concludes with important points like different epochs used 
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for different models, deeper network constitutes to easier 

image captioning, etc. 

B. Image Annotation via deep neural network [2] 

The authors of this paper [2] have proposed a deep learning 

framework. A novel framework of multimodal deep 

learning where the CNNs with unlabeled data are utilized to 

pre-train the multimodal deep neural network to learn 

intermediate representations and provide a good 

initialization for the network then use backpropagation to 

optimize the distance metric functions on individual 

modality[1] [2]. NUS-WIDE dataset is being used in the 

paper. The proposed framework consist of a unified two-

stage learning path where (i) learning to fune-tune the 

parameters of deep neural network with respect to each 

individual modality, and (ii) learning to find the optimal 

combination of diverse modalities simultaneously in a 

coherent process[2]. 

C. Automatic image annotation using DL 

representation[3] 

In this paper [3], the authors propose a model for image 

annotation. They have used the Canonical Correlation 

Analysis (CCA) framework and have reported the results of 

all 3 variants of CCA i.e. linear CCA, kernel CCA and 

CCA with k-nearest neighbor (CCA-KNN) [3]. In the CNN 

based model (which is used for feature extraction and word 

embedding vectors for the representation of associated tags) 

the last layer of CaffeNet of the CNN based model is 

replaced with a projection layer to perform regression and 

the resulting network is trained for mapping images to 

semantically meaningful word embedding vectors. The 

advantage of this modeling is: firstly, it does not require 

dozens of handcrafted features and secondly, the approach 

is simpler to formulate than any other generative or 

discriminative models [3] [1]. Finally, the paper concludes 

by stating that CCA-KNN Model provides the best results. 

D. Show and Tell: A Neural Image Caption Generator 

[4] 

This paper [4] proposes a network of the same name. the 

model is used for the generation of captions from images 

using computer vision and machine translation. Here 

CNN is used for feature extraction and RNN helps in 

sentence formation [1] [4]. Pascal, MS-COCO [13], and 

Flickr30k [12] are some of the datasets that are being 

used. BLEU [10] scores are used as the evaluation metric. 

E. An Empirical Study of Language CNN for Image 

Captioning [5] 

In this paper [5], the authors have introduced a language 

CNN model which is suitable for statistical language 

modelling tasks and shows competitive performance in 

image captioning. The primary contribution lies in 

incorporating a language CNN, which is very powerful 

for text representation [5] [8] [9], is capable of capturing 

long-range dependencies in sequences, with RNNs for 

image captioning. The model yields comparable 

performance with the state-of-the-art approaches on 

Flickr30k [12] and MS COCO [13] which validate the 

proposal and analysis of the experiments conducted. 

Performance improvements are clearly observed when 

compared with other image captioning methods. 

F. Image Captioning - A Deep Learning Approach [6] 

This paper [6] proposes a fusion between CNN and 

LSTM. Here CNN is used for building vocabulary and 

LSTM is used for forming meaningful sequence of words 

obtained. The efficiency of the proposed model is 

checked using Flickr30k and Flickr8k datasets and also 

by utilizing Bleu [10] metric gives superior results in 

comparison to other state-of-the-art models. 

III. EXPERIMENT SET-UP 

We use Python as our programming language as it is a 

popular language when it comes to using deep learning 

approaches and image processing. We use Deep learning 

for training the model using Convolutional Neural 

Networks and Recurrent Neural Networks (deep learning 

model) to detect features from image and predict the 

captions respectively. There are few python libraries that 

we will be using. We use pandas for data manipulation 

and analysis, opencv for loading images, numpy for 

mathematical operations, Keras Framework(Using 

Tenserflow Backend) is used for building our model 

architecture for Image Captioning and also used for 

importing VGG-16 for Transfer Learning. All these are 

implemented in Jupyter Notebook [17] enabling Python 

3 language. 

IV. PROPOSED SYSTEM 

1) Explanation of proposed system 

a. First we will import Flickr30k [7] [11] dataset and 

process. Flicker datasets are used for image 

captioning. 30k stands for around 30,000 images 

of various instances. 

b. We use VGG16 [14] model for image captioning. 

VGG16 is used for embedding of features within 

the image like identifying a person, thing, etc and 

LSTM [15] is used for encapsulating all features 

and describing it as a sentence. 

c. We have considered our model with thresholds of 

both 0 (i.e. no threshold) and 10. A threshold is a 

frequency below which we do not consider a 

certain word. When the threshold is 10, it means 

that the frequency of words in the captions of the 

Flickr30k [7] dataset that are lesser than 10 are 

eliminated. Thresholds are kept for simplifying 
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the computation of the model by removing 

unimportant, less recurring words. 

2) Block diagram  

Fig 1 depicts the block diagram. 

 

Fig. 1. Block diagram. 

This figure represents the workflow of our project starting from 

loading the dataset to deploying it using Flask. 

3) Model algorithm diagram 

Fig 2 depicts the Model algorithm diagram 

 

Fig. 2. Model algorithm diagram. 

This figure shows the complete architecture of our model. 

4) Pseudocode 

a. Read dataset- read the Flickr30k [7] dataset. 

b. Processing of data- firstly, create a dictionary of 

imageID and descriptions, then create a 

vocabulary and finally filter out words that are 

more frequent. 

c. Transfer learning- use VGG16 [14] for getting 

vectors for every image. 

d. Word embeddings- preprocess captions and put 

them into a fixed-length using glove. 

e. Training- combine image and caption as input 

(obtained from steps c and d) and train the model. 

f.     Testing- obtain caption from learned weights 

during training of the model. 

5) Expected output 

a. Expected output would be apt sentence 

formation of the given input image. 

b. With the help of different features learned, 

the model will provide words relevant to 

the image. 

V. RESULTS 

Fig 3 shows the final results of few images that are 

obtained by our paper.  

 

Fig. 3. a 

 

Fig. 3. b 

 

Fig. 3. c 
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Fig. 3. d 

 

 

Fig. 3. e 

Fig. 3. Few Screenshots of the Final Results obtained through our 

model.  

As seen in figures 3. a,b,c,d, and e, our model has captioned images as 

per the features that are available in the image. 

VI. CONCLUSION 

Image captioning has become a booming topic and how 

leveraging deep learning concepts has eased the process of 

annotations. Our paper has used both CNN and RNN for 

the generation of captions to the inputted image. We have 

used the glove file for word embedding purposes. Along 

with the creation of vocabulary, we have considered our 

model with thresholds of both 0 (i.e. no threshold) and 10. 

The advantage of our model is that we are able to obtain 

caption to the input images with few relevant features 

included in the caption. Our findings show that certain 

features are not perfectly captured because those features 

have very little frequency in the dataset. For eg. The colors 

of T-shirts are captioned as either blue or black if any new 

color is given to the model. The disadvantage that we have 

observed is that the model requires hours to process and run 

to finally obtain image captions. Also, as the dataset 

consists of lesser images than those that are normally 

needed for image captioning, the results obtained for some 

images are not quite as expected. The main focus was to 

obtain relevant captions for the input image. In the future, 

the project can be improved to optimize the prediction of 

captions by training it on bigger datasets and using better 

computational resources like using GPUs. Usage of 

attention models can also benefit in the process of obtaining 

more relevant captions as the attention model will 

emphasize smaller details in the input image. As mentioned 

in the introduction, we can build an end-to-end application 

for visually impaired people who can benefit from our 

image captioning model by listening to the captions that our 

model predicts using text-to-speech for the predicted 

captions. 
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