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Abstract Handwritten Text Recognition (HTR) is a very important field of research in the domain of Machine Learning, 

Image Processing, and Artificial Intelligence. This is because it often involves decoding human written letters and words 

in a given language. This project involves the recognition of handwritten words. This project uses ANN (artificial neural 

network) as it mimics the biological functioning of the brain, and hence is very efficient according to research for this 

problem statement. A Kaggle dataset with 4 lakh transcripted images of names written in capital letters was used. This 

works aims to perform a comparative study by using 4 different activation functions and by keeping the model, algorithm 

and dataset fixed. 
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I. INTRODUCTION 

Handwritten text recognition (HTR) involves an 

artificially intelligent system to interpret human written 

words into a machine-readable format, for example, 

Unicode, or editable text. There are two versions of this 

technology, the first is real-time recognition, and the second 

is recognition based on a scanned image of handwritten text. 

The real-time recognition involves an input device, such as a 

touchscreen tablet or a digital drawing and writing tablet and 

the recognition runs live when the user writes something 

using a digital device like a digital pen or a stylus on the 

tablet. This focuses a lot more on the type of curves and 

shapes of the material being written on the device to interpret 

it. Some of the first industry examples of such technologies 

was the handwritten notes to Unicode characters conversion 

feature of Apple’s Newton which was launched in 1992 [8]. 

Although it was discontinued after some time, today, a lot of 

devices and software have been launched which try to detect 

and convert handwritten text in real time with significantly 

more accuracy. 

In 1993, Goldberg and Richardson from Xerox PARC 

published a paper about Unistrokes (Goldberg & 

Richardson, 1993) [9]. Goldberg and Richardson wanted to 

design a character set that could be entered in an eyes-free 

manner. Hence, they came up with a very simplified version 

of all 26 English alphabets and called it Unistrokes. 

Unistrokes was built to optimize the recognition accuracy 

and text entry speed. Here, each character is drawn using a 

single stroke. But to put it to practice, one needs to learn this 

alphabet set. It is illustrated in Figure 1. Hence, this was not 

possible to be used in systems where raw data, in the form of 

normal English writing, could be processed. This would 

require users to change their normal style of writing if it were 

to be used in handwritten text recognition software. 

 

Figure 1 - Unistrokes character set by Goldberg and Richardson 

Handwritten text recognition and OCR, or Optical Character 

Recognition are very similar. One of them is a special case 

of the other, and the other can be used as an umbrella term. 

So, OCR is an umbrella term which involves recognizing any 

component of human language in the written form. Here 

human language suggests any language which humans use to 

communicate, like for example English. Handwritten text 

recognition involves Optical Character Recognition, or is a 

‘special’ case under OCR where we only deal with 

handwritten language components. 

Handwritten text recognition (HTR) is of two types, 

offline and online [3].  It could also be classified into many 

different levels. The most basic level is where this project 

deals with the recognition of individual characters of a 

language, in which sense, we call handwritten character 

recognition or HCR. For example, recognizing A, B, g, m, 

etc. (lowercase and uppercase both included ). The next level 

consists of individual words. For example, tree, computer, 

Rahul, etc. 

Further down the line comes whole sentences. For 

example, Let’s play chess, I like to drink milk at night, etc. 

This level is the most complex and also the most rewarding, 

in the sense that a software which is able to recognize at this 

level can have myriad use cases in our day to day lives. 
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This research project involves work on handwritten text 

recognition of the English language up to the level of 

recognizing words. The dataset used was sourced from 

Kaggle and contains transcriptions of 400,000 handwritten 

names. It is a 1GB data set consisting of images. It has data 

distributed into train, test and valid sets and contains 3 csv 

files for labelled data. 

II. PROBLEM STATEMENT 

Writing has been an ancient form of art as well as the main 

medium for written communication throughout history. It is 

still prevalent in society and is considered indigenous to a lot 

of practices modern humans do. With the advent of digital 

media, however, it seems challenging to keep up with writing 

instead of switching to typing. Typing, although considered 

more convenient, there is still a lot of data which is present 

in hard copies and written form. Not only this, but a lot of 

sectors involve a mixture of digital and handwritten media to 

do their job. For example, students and working 

professionals often need to switch between the digital 

medium and the traditional writing medium. 

A lot of people often face slight inconveniences when they 

need a text format for a piece of writing. The only possible 

way out here is to manually type out the information on a 

digital medium to use it in the digital form. The work 

presented tries to research the methods which does this 

efficiently. 

For this project, the aim is to research which activation 

function when used with CRNN for this project gives the best 

accuracy. The project uses ‘Sigmoid’, ‘SELU’, ‘ELU’, and 

‘ReLU’ activation functions. For training, a dataset from 

Kaggle is used, which includes data in the form of words in 

capital letters and names and surnames of French students. 

Due to this, the work could be working in the 2nd level of 

handwritten text recognition, that is, recognizing words. 

III. OBJECTIVE 

The objective of this research project is to keep the ML 

model and algorithm and dataset the same and change 

activation functions to get a comparison between these 

different activation functions. The activation functions 

considered for this research project are ‘Sigmoid’, ‘SELU’, 

‘ELU’, and ‘ReLU’. There were several more to this list, but 

the accuracies they showed had insignificant differences 

between them and any one of the considered activation 

functions, so they were not considered for this study. The 

implementation section contains a brief introduction to all 

these 4 activation functions. 

IV. ALGORITHM 

 

Figure 2 – Flow of modules 

A. Input 

The input is taken in the form of images from the user. 

B. Cleaning Data 

A lot of these images may be null, or unreadable. In this 

stage,  such images are removed. 

C. Preprocessing 

It is needed to make all the data uniform so that the 

model can train on it. So in order to achieve consistent 

dimensions,  the image has been cropped if it is larger, or 

padded with white pixels if it is smaller. [4], [6] 

D. CTC loss 

This project also involves determining the CTC loss, or 

Connectionist Temporal Classification Loss here. Many 

times, when scanning the input, a letter can occur in 2 

different alignments, in which case, it may get considered 

twice, whereas it actually was just one. CTC loss takes 

care of such scenarios. 

E. Building the model 

Here is where the layers are added and the is built. This 

project is developed by building a CRNN model. 

(Convolution Recurrent Neural Network.) 

F. Training the model 

The model is trained on the training set. In the dataset 

this project uses, the data was already divided into three 

groups namely, training, testing and validation. 

G. Predictions 

Based on the model, the results are predicted. 

Expected input: 
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Figure 3 – Sample data 

Expected output:             SIMON 

V. IMPLEMENTATION 

The model we used in this project is CRNN, which is the 

Convolutional Recurrent Neural Network model, as several 

researchers recommend this model for handwritten text 

recognition. There has been a myriad of research papers 

comparing different ANNs, or Artificial Neural Networks to 

see which type of model gives the best accuracy under which 

specific conditions. CRNN was a model which proved to be 

the best for HTR. [2], [4], [5], [7] 

 

Figure 4 – Layers of the model 

Figure 4, has the demonstration of the 3 layers, with the 

activation function ReLU. [1]. 

Here's a brief introduction to all the 4 activation functions 

considered in this study: 

1) Sigmoid 

It is a non-linear, continuous, differentiable and 

monotonic function which outputs between the range of 0 

and 1. It accepts real numbers as inputs. It’s a safe function 

to use, as its output is defined in a bounded interval. 

𝑓(𝑥) =
1

1 + 𝑒−𝑥
 

 

Figure 5 – Sigmoid Graph  

2) SELU 

It stands for scaled exponential linear units. They can 

self-normalize themselves. The constants used here, lambda 

and alpha have positive values defined for them. Here we are 

just assuming the values upto 4th place after the decimal. 

 

𝑓(𝑥) = { 
𝜆𝑥, 𝑥 > 0

𝜆(𝛼𝑒𝑥  −  𝛼), 𝑥 ≤ 0
 

𝑤ℎ𝑒𝑟𝑒 𝛼 ≈ 1.6733, 𝑎𝑛𝑑 𝜆 ≈  1.0507 

 

 

          Figure 6 – SELU Graph 

3) ELU 

ELU stands for Exponential Linear Unit. It is similar to 

ReLU, except for when the input is negative. For this, the 

value of the constant alpha, generally a value between 0.1 or 

0.3 is considered. 

𝑓(𝑥) = {
𝑥, 𝑥 > 0

𝛼(𝑒𝑥  −  1), 𝑥 < 0
 

 

 
 

Figure 7 – ELU Graph with alpha = 0.2 

 

4) ReLU 

ReLU stands for Rectified Linear Units. It is non-linear, 

are gives a similar, but a better performance than Sigmoid.  

 

𝑓(𝑥) = {
  𝑥 , 𝑥 > 0 
  0, 𝑥 ≤ 0 
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Figure 8 – ReLU Graph 

 
Figure 9 – CRNN model code 

 

Figure 10 – Details of the built model 

Here are the details about the layers built into the model 

illustrated in Figure 9 and Figure 10.  

For the comparative study purpose, just the activation 

function has been switched with the previously mentioned 

activation functions - Sigmoid, ELU and SELU as 

demonstrated in Figure 11, Figure 12, and Figure 13 

respectively. 

As demonstrated in Figure 4 and Figure 5, a single activation 

function has been used for all layers and a combination of 

different functions in different layers is not used. 

 
Figure 11 – Model code with activation function ‘Sigmoid’ 

 

Figure 12 – Model code with activation function ‘ELU’ 

 

Figure 13 – Model code with activation function ‘SELU’ 

After this, the model was trained and run to achieve 

different accuracies for all 4 activation functions. 

Following this, it was able to determine which activation 
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is best for HTR. 

VI. CONCLUSION 

Thus, this work includes the implementation of different 

activation functions on the same dataset and same model. 

The constant parameters were the dataset and the model, and 

the only changing parameter was the activation function. The 

4 activation functions were Sigmoid, SELU, ELU and ReLU. 

Sigmoid, SELU, ELU, and ReLU all 4 of these activation 

functions gave us different accuracies which are summarized 

with the help of a table below. 

Sr. No. Activation Function Accuracy 

1) Sigmoid 5.90% 

2) ELU 58.43% 

3) SELU 71.20% 

4) ReLU 74.97% 

Table 1- Comparative study of different activation functions and 

their accuracies 

As demonstrated in this table, ReLU has the highest 

accuracy, i.e. 74.97%, thus surpassing all others. The lowest 

is that of Sigmoid at 5.90%. ELU stands at 58.43% and 

SELU at 71.20%. 

On the basis of this comparative study, it can be thus 

concluded that for a fixed dataset consisting of 4,00,000 

transcripted images of uppercase handwriting, and using the 

CRNN model with CTC loss, it is able to achieve the highest 

accuracy of 74.97% with the activation function of ReLU, 

opposed to three other activation functions - SELU, Sigmoid 

and ELU. 

Thus, ReLU can be a preferred activation function choice 

when trying to solve a similar problem under the domain of 

handwritten text recognition. 
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