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Abstract- Millions of datasets and many models use the input datasets in COCO format. In this paper, we are 

converting the Deep PCB dataset to COCO format. The Deep PCB is a manufacturing defect data set. It has 1500 

image pairs. Each has a template image & a test image. The template image has no defects & corresponding test image 

that has some defects with the annotations in a text file. The MS COCO (Microsoft Common Objects in Context) 

dataset is large-scale object detection, segmentation, key-point detection, and captioning. It is widely used for various 

models. We are trying to convert the deep PCB Manufacturing defect into COCO Format.   
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I. INTRODUCTION 

Millions of corporate machine learning pipelines have 

neural network models that use the COCO format [1] [7]. 

MS COCO dataset consists of 328,000 images. Many 

corporates are using the dataset format for their machine 

learning pipelines. The structure can be circulated with its 

metadata for flexible transfer of knowledge about the 

dataset among various branches of the companies. Many 

datasets are converted into COCO format for easy and 

systematic data transfer. The directories and annotation 

[19] [20] [21] [22] text files are contained in the Deep PCB 

[4] dataset. Annotation files are in XML [13] [14] [15] 

[16] [17], excel or CSV too.  

Background Work 

The Deep PCB dataset contains fifteen hundred pairs of 

images. Each pair consists of a template image free of 

defects and a corresponding image that is tested with 

annotations, including positions of the six most widely 

used types of defects in PCB - mouse bite, open, short, 

pinhole, spur, and spurious copper.  

We use a bounding box aligned along the axis with an ID 

for each class [8] of defect in the tested images. The 

dataset’s images have been accumulated using a CCD 

linear scan with a resolution per millimeter is 

approximately 48 pixels. The free of defect template 

images are checked and cleaned manually from the 

sampled images.  

The template and tested image’s original size is around 

16000 x 16000 pixels. These images are cropped into sub-

images in 640 x 640 size. They are aligned with the 

template using matching methods. Illumination 

disturbance is avoided by employing binarization, for 

which a threshold is carefully selected. Various pre-

processing algorithms [3] [6] [10] [12] [18] can be used for 

specific defect detection algorithms [2] for PCB.  

For high-accuracy localization and classification of defects 

for PCB, the image thresholding and registration 

techniques are widely used. The deep PCB dataset’s 

example pair is shown in Fig.1 and Fig. 2. 

 

Figure 1. Tested Image Sample 
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Figure 2. Corresponding Image for the tested Sample 

As shown in Fig.1, six frequent types of defected in PCB 

are annotated, namely –  

1. Open  

2. Short  

3. Mouse Bite  

4. Spur  

5. Pinhole 

6. Spurious Copper.  

As the tested image have only a less number of defects, 

that leads to nearly three to twelve defects in each image of 

size 640 x 640. It can be arguable that there can be some 

more artificial defects on each image that is tested 

according to the defect patterns of PCB6 

The number of PCB defects is shown in Fig. 1 & Fig. 2. 

We separate a thousand images into the training set, and 

the remaining images are test sets. Each annotated image 

has an annotation text file with its filename, the template 

image, the tested image, and the corresponding annotation 

file.  

The MS COCO (Microsoft Common Objects in Context) 

dataset is an enormous scope dataset that has several 

annotation types: object recognition, keypoint recognition, 

stuff segmentation, panoptic segmentation, densepose, and 

image subtitling. The dataset consists of 328,000 images. 

The annotations are stored using JSON [5] [9] [11]. The 

key-value pair is contained in the JSON object. Strings are 

included in keys, and JSON types are the values. A colon 

separates the Keys and values. Each entry of the JSON is 

separated with a comma. 

 

Figure 3. COCO Format 

 

Figure 4. COCO Format of Object detection 

Each object annotation contains a progression of fields, 

including the object's class id and segmentation mask. The 

segmentation format is measured as the objects of interest 

representing a singular object or a collection of things.   

II. RESEARCH METHODOLOGY 

MS COCO dataset consists of 328,000 images. Many 

corporates are using the dataset format for their machine 

learning pipelines.  
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The format can be circulated with its metadata for flexible 

transfer of knowledge about the dataset among various 

branches of the companies.  

Many datasets are converted into COCO format for easy 

transfer of data. The directories and annotation text files 

are contained in the Deep PCB dataset. Annotation files 

can be in XML, excel, notepad, or CSV.  

But, in the Deep PCB dataset, the annotations are stored in 

a text file. Deep PCB dataset into coco format JSON format 

respectively, taking these image directories and annotation 

files. 

The output is in the form of MS COCO JSON, converted 

by reading the image directory and the corresponding 

annotation file, which is in a text file. 

The annotation of the defect on the tested image is of the 

format - x1, y1, x2, y2, type. Here, the (x1, y1) and (x2, y2) 

are the defect bounding box coordinates of the top left and 

right bottom corner.  

The annotation text file has x1, y1, x2, and y2 coordinates, 

and the last number in Fig. 5 is the category ID. Each 

object annotation contains various fields, including the 

object's class id and segmentation mask. The segmentation 

format is measured as the objects of interest representing a 

singular object or a collection of things. 

 

Figure 5. Annotation text file  

The class ID with its respective category names are as 

follows as shown in Fig.6 below –  

 

Figure 6. COCO Keys Description - 1 

 

Figure 7. COCO Keys Description – 2 

The train and validation text file has the name of the image 

and corresponding annotation text filename 
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Figure 8. List of Train and validation images filenames 

and corresponding annotation filenames  

The custom functions are made to store the data required 

in COCO format, a dictionary format. The width and 

height are needed to be calculated by following. 

Width = x2 – x1 

Height = y2 – y1 

The image ID in images and annotation key of the COCO 

dictionary are the same. There can be multiple annotations 

for a single image. 

The categories contain the name of the category, its ID, 

and super-category. 

License and info can be filled based on their respective 

keys description shown in Fig 6 and Fig 7. 

III. RESULT AND DISCUSSIONS 

The Deep PCB set annotations and image directories have 

been read and converted into the COCO format, a JSON 

file. COCO format can be converted from various 

annotation formats, namely XML, Excel, Text files, etc.  

The respective COCO format JSON has five keys – info, 

license, images, annotation, and categories. Each has the 

individual values based on the description mentioned in 

Fig 6 and Fig 7. 

The output JSON file containing the converted COCO 

format with the data of Deep PCB image directories and 

respective annotations are shown in figure 9, figure 10, and 

figure 11. 

 

Figure 9. COCO JSON Output - 1  

 

Figure 10. COCO JSON Output - 2 
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Figure 11. COCO JSON Output - 3 

IV. CONCLUSION 

There are millions of corporates machine learning 

pipelines with neural network models that use the COCO 

format. The JSON file containing the data about the 

dataset in COCO format is a python dictionary dumped 

into JSON. COCO format is used as it has many images 

and is used flexibly by many models that can smoothly 

transfer data about the dataset through various departments 

of the company. The values for the respective keys are 

effectively stored by reading the images in the image 

directories and the corresponding annotation text files. The 

individual COCO format JSON has five keys – info, 

license, images, annotation, and categories. Each has the 

respective values stored against the key. 
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