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Abstract - In today’s world the most pressing matter on a student’s hand is to qualify the examination and most of the 

times a student does not have clear idea of the topics to refer from the behemoth of a syllabus. In general, usually 

students approach their teachers/faculties or buy reference books and question banks to minimize their study but they 

still end up with a huge number of topics to cover for the examination, so the students end up skipping many topics and 

focuses only on few. In the given paper, we consider a large dataset of almost three years and analyze the dynamics of 

topical popularity over certain amount of time and considering the various aspects affecting the popularity of a topic 

or its acceptance in examination papers. We are proposing a model to predict topics based on their frequency to help 

the students prepare better using the topics suggested. 
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I. INTRODUCTION 

“The art of studying and learning consists in remembering 

the essentials and forgetting what is not.”                                                                                           

- Adolf Hitler, Mein Kampf   

In recent years, Predictive analysis using machine learning 

had become very popular to provide facilities in various 

fields. In this paper, we plan to use classification of text to 

tabulate previous questions asked in the examination and 

predict the most possible topic that can be asked in coming 

future. Text classification has always been a critical 

application and can be used over any textual document. 

Predominantly, text classification incorporates text genre-

based classification and topic-based text classification. 

Texts can be written in many genres, like scientific 

articles, examination papers and so on. Topic-based text 

classification categorizes documents according to their 

topics. The main objective of text classification is to allow 

users to retrieve valuable information from textual 

resources and deals with multiple operations like retrieval, 

classification of supervised, unsupervised and semi 

supervised and summarization of information. Natural 

Language Processing (NLP), Data Mining, and Machine 

Learning techniques work together to classify and discover 

patterns from textual data. 

In the given study, we plan to analyze the topic popularity 

in examination papers over time. In other words, how the 

exam papers' knowledge base is changing overtime with the 

inclusion of new topics. The primary interest of this study 

is to identify the patterns in the question paper and growth 

of popularity of the question topics to predict the topics 

with the highest probability for the students to study. 

Comprehending the frequency of topics is necessary 

because it helps us recognize the patterns in question 

paper. This study has a direct application in 

recommendation of the topics to various students to cover 

massive syllabus in short amount of time.  

II. EXISTING SYSTEM  

There is various Topic Modeling system which makes use 

text classification and NLP to extract information from 

the textual document. 

[1] This paper reviews various classification techniques 

that can be used to classify a text file but it does not 

explore the possibility of suggesting important topics 

from the classified texts. 

[6] This paper the author describes the detailed 

experimental framework. Their objective is when some 

features for topical popularity is given, to predict the 

highest frequency topics at certain point. They take 

question popularity in account along with other factors 

[12] This paper the author examines the prediction of 

stock using text classification of economic news by 

analyzing various textual representation. 

III. PROPOSED SYSTEM 

The proposed application aims to suggest topics to the 

user using text classification on several previously asked 

questions on a particular subject using topic modeling 

with the help of various python modules available and 

also using the semantics of Natural Language Processing 

and LDA to breakdown the text into smaller 

understandable pieces which uses Machine Learning. 

Data sets are created manually by us and are question 

papers asked in previous years. 
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IV. METHODOLOGY 

i) Problem Statement- 

Text Classification uses Topic modeling to summarize, 

categorize and segregate the various digital documents 

based on their content. Text classification comes in handy 

when you have a large set of data in a digital textual form. 

For a student to study more efficiently this project uses the 

aforementioned algorithms and a little machine learning to 

extract various topics asked in previous question papers 

and suggest topics for them to prepare for upcoming 

examination. Figure 1 shows the working of the proposed 

model. 

ii) Implementation- 

The general model works in 3 phases: 

a) Data Processing 

b) Classification 

c) Suggesting the Topics as output 

 

            Figure 1: System Architecture 

a) Data Processing- comes with a preprocessing module 

such as Spacy, lemmatization and NLTK for just that 

purpose. The process string method makes it very easy to 

prepare text. By default, it strips punctuation, HTML 

tags, multiple white spaces, non-alphabetic characters, 

and stop words, and even stems the text, It this 

provides a processed  string. The data is divided into 

training and testing dataset based on the task faced, it 

is not essential that 70% of the data has to be for 

training and rest for testing. 

 

Figure 2: Data Processing 

b) Classification- The input from the dataset or input 

from the user will be a simple stream of Unicode 

characters such as UTF-8, the classification part requires 

to convert this given stream to conventional lexical terms 

like words, phrases, and syntactic markers which can be 

used to better comprehend the content. 

The first step in this is word tokenization which is the 

process to split the text into a list of words. Basis 

Technology offers a fully featured language identification 

and text analytics package (called Rosette Base 

Linguistics) which is often a good first step to any 

language processing software. It contains language 

identification, tokenization, sentence detection, 

lemmatization, decompounding, and noun phrase 

extraction. 

Lemmatization/Stemming – reduces word variations to 

simpler forms that may help increase the coverage of NLP 

utilities. 

- Lemmatization uses a language dictionary to perform 

an accurate reduction to root words. 

- Stemming uses simple pattern matching to simply 

remove suffixes of tokens (e.g. remove “s”, remove “ing”, 

etc.). 

Phrase extraction – extracts sequences of tokens (phrases) 

that have a strong meaning which is independent of the 

words when treated separately. These sequences should be 

treated as a single unit when doing NLP. 

 

Figure 3: Simple Classification Architecture 

c) Output- The final stage is to take the classified text and 

by using libraries like, NLTK, Gensim, spaCy extract the 

topics and suggest it to the User. Libraries used and Data 

Flow Diagrams are explained below. 

NLTK- It provides easy-to-use interfaces to over 50 

corpora and lexical resources such as WordNet, along 

with a suite of text processing libraries for classification, 

tokenization, stemming, tagging, parsing, and semantic 

reasoning, wrappers for industrial-strength NLP libraries, 

and an active discussion forum. 
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Gensim- Gensim is a Python library for topic modelling, 

document indexing and similarity retrieval with large 

corpora. Extractive Text Summarization using Gensim 

Summarization is a useful tool for varied textual 

applications that aims to highlight important information 

within a large corpus. 

SpaCy- provides an exceptionally efficient statistical 

system for NLP in python, which can assign labels to 

groups of tokens which are contiguous. 

Data Flow Diagrams- 

 

          Figure 4: DFD Level 0 

 

                             Figure 5: DFD Level 1 

Figure 6: DFD Level 2 

V. RESULTS AND DISCUSSION 

Many tests were conducted to check the integrity of the 

system, it is proved that the system works as expected and 

provides the expected output as topics from the given 

dataset which are to be suggested to the user. These tests 

included different unit tests and integration tests. 

Use case diagram for final resulted system is given below: 

 
Figure 7: Use Case Diagram 

Whenever a user accesses the application, he/she will be 

presented with a login page so that many users can create 

their profile and get topics suggested to them from 

different subjects. Each user will have their own login ID 

or they can create one with the option available 

 
Figure 8: Login Page 

And finally, Users can upload a csv file as dataset which 

should have two fields Question number and Question, 

this dataset will be processed and topics will be suggested 

to the user. 

Optionally there is a field provided to upload another file 

say Syllabus copy and the model will compare both 

syllabus copy and dataset to provide topics which are not 

available in either of the copy, this way user can compare 

their suggested topic with the syllabus provided to them. 
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Figure 9: Output page 1 

 

Figure 10: Output page 2- Selecting the file 

 

Figure 11: Output page 3- Extracted Topics 

 

Figure 12: Output 3- Visualization based on Topic Weights 

 

Figure 13: Output 4- Visualization of 3rd topic w.r.t others 

VI. CONCLUSION 

The main aim of this paper was to provide important 

topics to the students by taking input as question paper 

asked in previous examination, we have been successful 

in implementing the Topics Prediction System Based on 

the keywords that are derived from the entered questions, 

various cognitive levels are chosen. The choice of Topic 

prediction mapping is then based on the levels that have 

been chosen. In order to execute outcome-based predictive 

analysis, classification algorithms are applied to the topic 

prediction attainment data. We started by using statistical 

analysis to investigate the variables that affected the task 

of predicting question popularity. After that, we suggested 

using supervised machine learning to model the 

influential aspects. So, in order to predict the topics that 

students should study, we developed a system that can 

take text classification and calculate the dynamics of 

topical growth and popularity over time. It should be 

feasible, generates relevant topics with highest probability 

of them to occur in examination and should provide 

accurate results. 

VII. FUTURE SCOPE 

This version of the project takes the basic approach on 

topic modeling and does not dwell deep on machine 

learning implementation to make much more precise and 

accurate prediction of topics. Many Deep Learning 

techniques can be incorporated as a future improvement 

in the project to make it more amusing like, instead of 

using just topic modeling on the dataset one can provide a 

list of topics beforehand and the processed dataset will be 

classified according to the given topics using LDA, 

weights can be assigned to the topics for suggestion. This 

process can also be achieved by changing unsupervised 

LDA to semi supervised LDA also called GuidedLDA. 

GuidedLDA uses probability to classify the document by 

each word. 
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Another implementation that can be introduced is 

Linguistic Models, they are unsupervised learning 

techniques creates RNN embedding on large texts corpora 

to understand the language of the texts before training the 

model for classification. Text vectorization can be 

improved with methods like word2vec and tfidf and Parts 

of speech tagging can be used with taggers like NLTK 

POS tagger and Stanford POS tagger. Classification can 

be performed using LSTM by passing vectorized words to 

extract the topics from the processed document. 
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