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Abstract The sensors available nowadays are not generating images of all objects in a scene with the same clarity at 

various distances. The progress in sensor technology improved the quality of images over recent years. However, the 

target data generated by a single image is limited.  For merging information from multiple inputs, image fusion is 

used. The basis of fusion is on the image acquisition as well as on the level of processing and under this many image 

fusion techniques are available. The fusion methods are divided into two domains i.e. spatial and frequency domains. 

The fusion in spatial domain images uses inputs directly to work on pixels, while the transition refers to frequency 

domain image fusion on input images before fusion. The limitation of spatial domain image fusion is spectral 

degradation. To overcome this limitation, the fusion of transform domain images is preferred. The results generated 

by transform methods are superior to spatial domain methods. But by the analysis of the transform domain, there is a 

scope to improve the results or to find the optimized results. By combining the spatial domain and transform domain 

technique, the hybrid transform technique is proposed where HSV transform from the spatial domain, and any of the 

transform methods are combined. The result obtained by the proposed technique is compared with existing transform 

methods and observed that the results are improved. The performance parameters are used to find degradation in the 

image tested on four types of input sets by the three different modes.  

Keywords — HSV, HDWT, HDCT, HKT, HDST, HWT . 

I. INTRODUCTION 

Image fusion is accomplished in four different stages. 

These levels are the level of the signal, pixel level, level of 

feature, and level of decision-making. At the signal level, 

signals from different sensors are combined to create a new 

signal. Pixel level image fusion works for the pixel value to 

boost the efficiency of the fused data. Feature level uses the 

salient features of the image like size, shape, edge, pixel 

intensity, and texture before fusion. At the decision level, a 

necessary judgment on integrating the information is taken 

before the fusion [9, 10]. The fusion methods are split into 

spatial domains and frequency domains. The fusion of 

spatial domain images uses inputs directly to work on 

pixels, while the transition refers to frequency domain 

image fusion on input images before fusion. Depending on 

the availability of reference images, the performance 

parameters are divided into two categories: reference 

parameters and no reference parameters. The root means 

squared error (RMSE), peak signal to noise ratio (PSNR), 

mutual information (MI), and structural similarity index 

metrics are available as the reference parameters whereas 

mean, entropy, standard deviation, spatial frequency (SF), 

average gradient (AG), and fusion mutual information are 

used as the no reference parameters.   

Image fusion is done at three different levels. These levels 

are pixel level, feature level, and decision-making level. 

Pixel level fusion works on pixel values. Feature level 

image fusion uses the features like size, shape, edge, pixel 

intensity, and texture before fusion. At the decision level, a 

suitable decision about integrating the information is taken 

prior to the fusion. The image fusion methods are 

distributed into the spatial domain and frequency domain. 

The spatial domain image fusion directly operates on 

pixels whereas frequency domain image fusion transforms 

the input images before image fusion. The spatial domain 

image fusion methods include an averaging method, 

Principal Component Analysis (PCA), Intensity Hue 

Saturation (IHS) transform, High Pass Filtering, and 

Brovey Transform.  

In the averaging image fusion method, an average of the 

corresponding pixels in every input image is used in the 

resultant image. This is a very basic and simple image 

fusion technique. Similar to this technique, the maximum 

pixel value technique, minimum pixel value technique, and 

max-min technique are available which use maximum, 

minimum, and average of the higher and lower value 

respectively of the corresponding pixels of input image [4]. 

The PCA is the transformation of intercorrelated 

multispectral bands into mutually independent elements. 
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This is accomplished by finding the principal components 

of the multispectral image. As the first component contains 

the most information, this component is replaced by a 

panchromatic image. The fused image is formed after 

taking the inverse transform of the resultant image [10].  

IHS transform uses IHS color space. Similar to the PCA 

method, the multispectral image is converted from RGB to 

IHS. This gives three bands; Intensity, Hue, and 

Saturation. The intensity band is replaced by a 

panchromatic image. Now three bands are available i.e. 

modified intensity, hue, and saturation. Now inverse IHS 

transform is applied to this image gives the fused image of 

multispectral RGB bands [10]. High pass filtering image 

fusion consists of the addition of spatial details from a high 

and low-resolution image. Low-resolution image already 

consists of spatial information whereas high-frequency 

spatial data is obtained by filtering the multispectral image 

through a simple local pixel averaging method. The 

Brovey transform-based image fusion is a ratio method 

where the data values of each band of image 1 are divided 

by the sum of the data set of image 1 and then multiplied 

by the image 2 data set [10]. The limitation of each spatial 

domain image fusion method is spectral degradation. To 

overcome this limitation, transform domain image fusion is 

preferred. The transform domain image fusion method uses 

different transforms such as discrete cosine transform 

(DCT) [5, 8, 13, and 20], discrete sine transform (DST) 

[16], discrete wavelet transform (DWT) [3, 22, 31, and 

36], Walsh transforms (WT) [14, 57], and Kekre 

transforms (KT) [4]. 

II. LITERATURE  SURVEY 

Dammavalam et al. [11] proposed fuzzy logic-based 

pixel-level image fusion. Fuzzification, membership 

modification and defuzzification are three steps involved in 

fuzzy image processing. In fuzzification, the images are 

encoded and in defuzzification, the output image is 

decoded. The appropriate membership function and 

modification is used to fuse the images appropriately. This 

technique can be further extended using neuro-fuzzy logic. 

Aithal et al. [12] analyzed multiresolution image fusion, 

the smoothing filter-based intensity modulation. This is 

represented by a digital number that is dependent on 

irradiance and the ground surface spectral reflectance. This 

is designed for urban extension analysis. He et al. [18] 

explained the multifocus image fusion by training the 

cascade forest model. The results are predicted from this 

model. The selection of the final decision map is done by 

the guided filter.  

Zhao et al. [22] suggested a hybrid principal component 

analysis approach to image fusion of terahertz and visible 

images. Two-step image fusion is performed in the 

proposed method. Initially, PCA based image fusion is 

performed on input images by finding the principal 

component transformation matrix of the visible image. In 

the second step, the visible image is transformed into IHS 

space. The fused PCA and I channel are fused to get a new 

luminance component. The inverse of this component with 

the H and S channel gives the final fused image. For 

multispectral and hyperspectral data fusion, a coupled 

nonnegative matrix factorization unmixing was suggested 

by Yokoya et al. [23]. Applying NMF unmixing on input 

images produces high spatial resolution abundance and 

hyperspectral endmember matrices. These two matrices 

give fused data. Zhaoyang et al. [27] suggested robust 

image fusion approach for image misregistration. The 

multimodal logistic regression classifier and random 

walker optimization are two main parts of the proposed 

method. The classifier is used for feature extraction and 

parameter analysis whereas random walker optimization is 

used for segmentation. This method gives less 

computational efficiency. 

Benjamin et al. [30] introduce a new form of fusion by 

combining optical and digital techniques. The optical 

technique works in the specified depth of field to acquire 

the high-resolution focused image. The digital technique 

fuses the images by using the principal component analysis 

method. This method can be extended by using 

segmentation before the PCA method. Farid et al. [31] 

proposed a content-adaptive blurring algorithm for the 

merging of multifocus inputs. This process is split into 

three parts. Initially, the focused region is detected by the 

proposed algorithm. The graph cut and morphological 

operations are used for segmentation. Finally, pixel-based 

fusion is done.  

Amolins et al. [1] described the wavelet-based image 

fusion method. Here, wavelet transformation is applied on 

panchromatic (PAN) high-resolution images and 

multispectral (MS) low-resolution images. Detailed MS 

image information is replaced by detailed PAN image 

information. Inverse transformation of wavelets is done to 

MS input to obtain the high-resolution multispectral 

image. The additive wavelet fusion scheme is also 

explained here. This is the combination of the IHS 

transform and wavelet fusion method. The spatial and 

spectral performance is given by the IHS transform and 

wavelet fusion method respectively. Jinju et al. [6] also 

proposed spatial frequency DWT-based multiresolution 

image fusion. DWT is applied to input images to get 

detailed and approximation coefficients. The 

approximation coefficient of the panchromatic image is 

substituted by approximation coefficients of multispectral 

coefficients. The spatial frequency of detailed coefficients 

of both the images is calculated. The fused detailed 

coefficient is calculated. The inverse DWT on 
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approximation and detailed coefficients give the fused 

image. 

Bhatnagar et al. [2] presented a novel method in the 

domain of the wavelet packet. This is by using directive 

contrast and median parameters. Input data are subdivided 

into coefficients of high and low-frequency. The directive 

contrast of horizontal, vertical, diagonal components of the 

high-frequency band and a low-frequency median 

approximate component forms the resultant image. 

Applying inverse discrete wavelet packet transform on a 

resultant image produces the fused image. Naidu [20] has 

explained six types of DCT based algorithms for image 

fusion. These are selecting coefficients by DCT averaging, 

DCT maximum, lowest magnitude DCT, largest contrast 

measure DCT, and DC coefficients. These algorithms are 

used in real-time applications. 

Lewis et al. [7] proposed complex wavelet transform for 

region-based data merging. On the inputs, the dual-tree 

complex wavelet transform is applied which gives the 

wavelet factors. By using the rule of maximum selection, 

the wavelet factors are chosen for fusion. This method 

includes the ability to work differently on the properties 

such as size, average activity, and the relative position of 

other regions.  Phamila et al. [8] proposed a multi-focus 

type for visual sensor networks using DCT. In the discrete 

cosine transform domain, alternating current coefficients 

are determined. The higher value coefficient is selected for 

image fusion. This method does not use complex floating-

point operations and hence more energy efficient. 

Similarly, the images from multi exposed image sensors 

are fused by DCT based HDR exposure fusion. In this, the 

quantization process is used in JPEG encoding to measure 

the image superiority and preserve the naturalness. This is 

suitable for object identification with fast computation time 

and less memory requirements. [13].   

Shangzheng et al. [15] proposed a new method using 

polyharmonic local sine transformation. The input image is 

divided into the polyharmonic and residual components. A 

polyharmonic component represents the base whereas the 

residual component represents the texture information of 

the input. The weighted averaging is used to merge these 

components. Another way to use sine transform is given by 

Naidu et al. [16]. The RGB image is converted to IHS and 

then fusion is done at intensity level. By using 

multiresolution sine wave transform for image fusion, there 

is no information loss. The results generated are similar to 

the results by discrete wavelet transform. Xia et al. [17] 

proposed a pulse coupled neural network-based multimodal 

image fusion technique for medical data.  The non-

subsampled shearlet transform is applied to the input 

images. This will decompose the image into coefficients of 

high frequency and low-frequency. The pulse-coupled 

neural network is used to combine the high-frequency 

coefficients. The convolutional sparse representation is 

used to fuse the low-frequency coefficients. This is useful 

in multifocus and infrared-visible image fusion.  

The hybrid method is suggested by Agrawal et al. [19]. 

This is the combination of wavelet and curvelet transforms. 

Initially, curvelet features are obtained by using ridgelet 

transform. The final fusion is done at the wavelet 

transform level. The curvelet transforms is superior in 

curved details to the wavelet transform. The fused image 

obtained using hybrid transform is better than individual 

transforms. Paul et al. [21] proposed image fusion in the 

gradient domain for multiexposure and multi-focus images. 

This method works separately on the luminance and 

chrominance part of the input images. The luminance part 

is obtained by using Haar wavelet decomposition of input 

luminance parts whereas the chrominance part is obtained 

by weighted sum on input chrominance parts.  

Syed et al. [24] proposed a hybrid image fusion method. 

This works on the principle of component substitution and 

additive wavelet. This method preserves the radiometric 

and geometric information in images. Lohit et al. [25] 

proposed a trained convolutional neural network with an 

unrolled projected gradient descent method for 

multispectral image fusion. This is designed to solve the 

problem of fusing low-resolution and high-resolution 

images. The solution for this problem is also given by Shen 

et al. [26]. They have proposed a double optimization net 

with the decomposition of the matrix. Initially, the problem 

is transformed into a spectral and spatial optimization 

problem. These problems are solved simultaneously 

through the linear equation. Xie et al. [28] also proposed 

the merging of hyperspectral and multispectral inputs 

using a convolutional neural network. This method uses all 

parameters in deep learning for training the data set.  Fang 

et al. [29] proposed multi-task optimization in the image 

fusion method. This method is designed by considering the 

human visual characteristics. The features are selected by 

using a nonlinear convolutional neural network and then 

multitask loss function is designed for a semi-supervised 

learning network for image fusion. This can be extended 

for self-learning image fusion also. 

III. IMAGE FUSION USING HYBRID TRANSFORMS 

By combining the spatial domain and transform domain 

technique, the hybrid transform technique is proposed. In 

the proposed technique, the HSV transform from spatial 

domain and any of transform among the DCT, DST, DWT, 

WT, and KT from transform domain is combined. The 

resultant techniques are hybrid DCT (HDCT), hybrid DST 

(HDST), hybrid DWT (HDWT), hybrid WT (HWT), and 

hybrid KT (HKT). The result obtained by the proposed 

technique is compared with existing transform methods 
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and observed that the results are improved. The block 

schematic of the transform-based pixel-level image fusion 

process is represented in Fig. 1 and Fig. 2. The input 

images can be either color or grayscale. To perform image 

fusion effectively, two different algorithms are used for 

color and grayscale images. Fig. 1 is the multisensor color 

image fusion process while Fig. 2 is the image fusion 

process for other types of images. In multisensor RGB 

image fusion, RGB colormap is converted into HSV 

colormap. Fig. 1 represents the block schematic for image 

fusion using a transform technique for multisensor RGB 

input images. The input multisensor RGB images are 

converted to HSV where the separate H, S, V bands are 

available. A 2D transform is applied to each band and the 

average gradient of each band is calculated. By applying 

the maximum fusion rule on each band, the band with a 

higher average gradient is selected. And then applying 

inverse transform on each selected band, H, S, V bands of 

the fused image are available. Converting HSV to RGB, a 

fused image is available. Fig. 2 represents the image fusion 

using a transform technique for multi-focus RGB or 

grayscale input images. If it is an RGB image then 2D 

transform is applied on each band else 2D transform is 

applied on the grayscale image. Then by applying the 

maximum fusion rule, the pixel of a higher pixel value is 

selected.  Then applying the inverse transform, the 

resultant image is obtained. 

 

Figure 1: Block schematic for image fusion using a 

transform technique for multisensor RGB input images. 

 

Figure 2: Block schematic for image fusion using a 

transform technique for Multi-focus RGB or grayscale 

input images. 

Algorithm 1: The common steps involved in the algorithm 

for image fusion of multisensor RGB input images are as 

follows:   

1. Select two images from the data set. 

2. Resize both images to 256x256. 

3. Convert the RGB image into the HSV image. Now three 

bands are available, H, S, V. 

4. Perform image fusion in the specific transform domain.  

5. Convert HSV image into RGB for resultant image. 

Algorithm 2: The common steps involved in the algorithm 

for image fusion of Multi-focus RGB or grayscale input 

images are as follows:   

1. Select two images from the data set. 

2. Resize images to 256x256. 

3. If it is a color image, then it is divided into R, G, B 

planes.  

4. Perform image fusion in the specific transform domain. 

IV. RESULT AND DISCUSSIONS 

Here two input images are panchromatic and 

multispectral. In the panchromatic image, objects are clear 

but at grayscale, whereas in multispectral, color 

information is given but objects are a blur. To get both the 

information, image fusion is done by using the proposed 

transform methods on two sets of images. Fig. 3 shows the 

image fusion for test set 1 of multisensor RGB images. The 

images obtained by HDCT, HDST, HWT methods in Fig. 3 

(c), (f), (g) respectively are very similar. The HKT method 

output i.e. Fig. 3 (e) is observed better. The upper part of 

the image is more informative than the lower part whereas 

in Fig. 3 (d), i. e. the output obtained using HDWT,  the 

objects are more clear but color information is not properly 

reflected. 
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The above discussion is a part of subjective analysis. The objective analysis is done by quality metrics. Table 1 shows quality 

metrics for the fused image obtained using different techniques for test set 1 of multisensor RGB images. Ten parameters are 

included to find the consistency of the fused image using various methods. 

 

Figure 3: Image fusion for test set 1 of multisensor RGB images.  (a) and (b) are input images from different sensors, 

(c) to (g) are fused images obtained using different hybrid transform methods as (c) HDCT, (d) HDWT, (e) HKT, (f) 

HDST, and (g) HWT. 

Table 1 Performance parameters of image fusion using different hybrid transform techniques for test set 1 of the 

multisensor RGB image. 

Quality Metrics HDCT HDWT HKT HDST HWT 

Mean 117.46 128.63 117.38 116.02 119.64 

Entropy 7.32 7.57 7.31 7.28 7.38 

Var 3416.63 2501.65 3459.36 3537.19 3268.41 

Std Dev 58.45 50.02 58.82 59.47 57.17 

RMSE 50.37 55.43 53.95 55.52 25.26 

PSNR 32.51 30.59 31.13 30.56 46.31 

SF 21.70 25.22 22.28 23.41 24.66 

MI 1.65 1.07 1.65 1.64 1.67 

IQI 0.10 -0.02 0.10 0.11 0.08 

AG 25.82 18.44 25.41 26.77 24.60 

The Mean is a good predictor of visual quality and is higher in HDWT. Entropy value reflects the information contents in 

the fused image. This is also good in HDWT. RMSE and PSNR are superior in HWT compared to other methods. The third 

method of analysis is histogram representation. The histogram is nothing but a graphical representation showing the total 

number of pixels with different intensities in an image. Here, the histogram of input and output images is drawn. Fig. 4 

shows the histogram representation of input images from test set 1 of the multisensor RGB image and the fused image 

obtained by different hybrid transform techniques. 
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Figure 4:  (a) and (b) are the histogram of multisensor RGB input images from the test set 1, (c) to (g) are the 

histogram of fused images obtained using different hybrid transform methods as (c) HDCT, (d) HDWT, (e) HKT, (f) 

HDST, and (g) HWT. 

In Fig. 4, (a) is the histogram of the panchromatic image and (b) is the histogram of a multispectral image in the dark and 

hence towards the left side. The histogram in Fig. 4 (c), (e), (f), and (g) are very much close to each other. The number of 

highest value pixels in these histograms is near 2000. But in (d), the high frequency and low-frequency pixel distribution are 

the same as available in input images.  

 

Figure 5: Image fusion for test set 2 of multisensor images.  (a) and (b) are the input images from different sensors, (c) 

to (g) are fused images obtained using different hybrid transform methods as (c) HDCT, (d) HDWT, (e) HKT, (f) 

HDST, and (g) HWT. 

In Fig 5, all images are visually clear but (c), (e), (f), and (g) have some additive noise. In Fig. 5 (a), the white roof of the 

house shown by the blue arrow should be as it is in the fused image but in (c), (e), (f), and (g), the noise is available. This is 

reflected by black dots on the white roof. Another observation is about the orange circle on the white roof shown by an orange 

arrow. For this also, in (c), (e), (f), and (g), the noise is available with the said object but in (d), we can observe the object 

clearly without any noise. Table 2 shows quality metrics for the fused image obtained using different techniques for test set 2 

of satellite multisensor RGB images. From this table, the RMSE and PSNR are good in HDWT compared to other methods. 

Fig. 6 shows the histogram representation of input images from the test set 2 of the multisensor RGB image and fused image 

obtained by different hybrid transform methods. The histograms of these fused images are very much similar to each other as 

well as with input images. 
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Table 2 Performance parameters of image fusion using different hybrid transform techniques for test set 2 of the multisensor RGB image. 

Quality Metrics HDCT HDWT HKT HDST HWT 

Mean 93.52 94.98 92.34 93.74 93.16 

Entropy 7.77 7.81 7.74 7.78 7.77 

Var 4482.51 4435.30 4496.10 4455.11 4479.60 

Std Dev 66.95 66.60 67.05 66.75 66.93 

RMSE 34.99 29.70 37.94 34.89 36.04 

PSNR 39.80 42.92 38.19 39.86 39.21 

SF 50.11 43.36 52.28 49.86 51.38 

MI 1.94 1.98 1.93 1.95 1.94 

IQI 0.98 0.99 -0.89 0.98 -0.89 

AG 20.69 19.62 20.80 20.43 20.66 

 

Figure 6: (a) and (b) are the histogram of multisensor input images from Test set 2, (c) to (g) are the histogram of fused 

images obtained by different hybrid transform methods as (c) HDCT, (d) HDWT, (e) HKT, (f) HDST, and (g) HWT. 

Table 3 shows the comparison of quality metrics for the fused image obtained using different techniques for test set 2 of 

satellite multisensor RGB images and existing methods given in references. The quality metrics are given in reference papers 

taken as it is in table 3. 

Table 3 Comparison of quality metrics due to hybrid transforms method and existing methods for a multisensor RGB input image.  

Quality Metrics HDCT HDWT  HKT Ref.6 Ref.16 Ref.18 

Mean 93.52 94.98 92.34    

Entropy 7.77 7.81 7.74  6.65  

Var 4482.51 4435.30 4496.10    

Std Dev 66.95 66.60 67.05  54.54 57.07 

RMSE 34.99 29.70 37.94 0.09   

PSNR 39.80 42.92 38.19 93.8 4.56  

SF 50.11 43.36 52.28    

MI 1.94 1.98 1.93 0.9  8.64 

IQI 0.98 0.99 -0.89 0.8  0.76 

AG 20.69 19.62 20.80    

The entropy of resultant images by the proposed hybrid transform technique is better than the technique given in ref. 16. IQI 

is also good in HDCT and HDWT compared to the method given in ref. 6 and 18 but RMSE and PSNR are superior in ref. 6. 
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In multi-focus image fusion, the images of focus on different objects are used. In the test set 1, in the first image, the focus is 

on a book, and in the second image focus is on the man and clock.  

 

Figure 7: Image fusion for test set 1 of multi-focus images.  (a) and (b) are input images at different focuses, (c) to (g) 

are fused images obtained using different hybrid transform methods as (c) HDCT, (d) HDWT, (e) HKT, (f) HDST, 

and (g) HWT.  

The fused output image obtained by using different hybrid transform techniques is given in Fig. 7 (c) to (g). After visual 

observation, all images are blurred. But comparison among them reflects that the fused image of HKT is better than other 

methods with some effect on the bottom right side of the image. Table 4 shows quality metrics for the fused image obtained 

using different techniques for test set 1 of multi-focus RGB images. The RMSE and PSNR are very good in the fused image 

obtained by HWT. 

Table 4 Performance parameters of image fusion using different hybrid transform techniques for test set 1 of the 

multi-focus RGB image. 

Quality Metrics HDCT HDWT HKT HDST HWT 

Mean 150.04 138.35 150.85 148.52 151.21 

Entropy 7.42 7.33 7.47 7.40 7.42 

Var 5297.15 3639.32 5125.33 5414.49 5205.10 

Std dev 72.78 60.33 71.59 73.58 72.15 

RMSE 11.44 13.42 13.19 12.51 8.03 

PSNR 62.17 58.97 59.31 60.38 69.25 

SF 16.17 16.16 13.86 16.57 16.93 

MI 3.96 3.21 3.51 3.94 3.97 

IQI -0.63 0.94 0.98 0.94 0.95 

AG 10.75 6.25 10.39 11.80 10.09 

In test set 2, in the first image, the focus is on the calendar, and in the second image, the focus is on the book. The fused 

output image obtained by using different hybrid transform techniques is given in Fig. 8 (c) to (g).  
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Figure 8: Image fusion for test set 2 of multi-focus images.  (a) and (b) are input images at different focuses, (c) to (g) 

are fused images obtained using different hybrid transform methods as (c) HDCT, (d) HDWT, (e) HKT, (f) HDST, 

and (g) HWT. 

Fig. 8 (d) is clearer than the other fused images. This is the output of the HDWT method whereas the fused output obtained 

by the HKT method is nearer to the output of HDWT. The output obtained by HDCT and HDST is very similar to each other. 

Table 5 shows quality metrics for the fused image obtained using different techniques for test set 2 of multi-focus RGB 

images. In this table also, in the HWT method, RMSE and PSNR values are far better than the other methods. 

Table 5 Performance parameters of image fusion using different hybrid transform techniques for test set 2 of the 

multi-focus RGB image. 

Quality Metrics HDCT     HDWT    HKT        HDST HWT 

Mean 67.45 51.16 66.66 65.72 67.96 

Entropy 6.18 5.82 6.20 6.16 6.13 

Var 3812.52 2287.25 3835.26 3820.40 3811.21 

Std dev 61.75 47.83 61.93 61.81 61.73 

RMSE 11.65 13.30 13.18 13.34 8.34 

PSNR 61.80 59.15 59.33 59.09 68.47 

SF 10.63 12.31 10.38 11.07 11.68 

MI 4.14 3.14 3.26 3.22 4.22 

IQI 0.99 0.89 0.99 0.99 0.99 

AG 3.14 2.84 3.47 3.84 2.74 

Table 6 Comparison of quality metrics due to hybrid transforms method and existing methods for the multi-focus RGB 

input image. 
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Quality Metrics HDCT HDWT HKT Ref. 9 Ref. 22 Ref. 24 

Mean 150.04 138.35 150.85    

Entropy 7.42 7.33 7.47 7.39  5.14 

Var 5297.15 3639.32 5125.33    

Std dev 72.78 60.33 71.59 51.94  55.23 

RMSE 11.44 13.42 13.19    

PSNR 62.17 58.97 59.31  24.82 25.21 

SF 16.17 16.16 13.86 22.23   

MI 3.96 3.21 3.51   6.97 

IQI -0.63 0.94 0.98  0.16  

AG 10.75 6.25 10.39    

Table 6 represents the difference in quality metrics due to the hybrid transforms method and existing methods for the 

multi-focus RGB input image. In ref. 9, two types of parameters are used.  Reference-based parameters are RMSE, MI, and 

PSNR, and non-reference-based parameters are SF, SD, and Entropy. The proposed technique is also not using any reference 

image so non-reference-based parameters are compared only. Among these, SF is superior to the proposed techniques. In ref. 

22, the technique is based on the DWT-GA transformation. The PSNR and IQI are compared and demonstrate that the 

suggested hybrid transform technique is giving a better result. In ref. 24, the MI is superior to other parameters.  

Another set of multisensor image fusion is from medical imaging. In the following set of examples, medical images are 

from different sensors. The image of a particular body part is captured through different sensors. Fig. 9 shows the image 

fusion for test set 1 of multisensor medical images. 

 

Figure 9: Image fusion for test set 1 of multisensor medical images.  (a) and (b) are input images from different 

sensors, (c) to (g) are fused images obtained using different hybrid transform methods (c) HDCT, (d) HDWT, (e) HKT, 

(f) HDST, and (g) HWT. 

It is observed that the output obtained by HDWT is showing inner parts more clearly. The fused image obtained by HDCT, 

HDST, and HWT is blurred. The image obtained by HKT is partially clear. The bottom right part of this image is blurred. 

Table 7 shows quality metrics for the fused image obtained using different techniques for test set 1 of multisensor medical 

images.   
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Table 7 Performance parameters of image fusion using different hybrid transform techniques for Test set 1 of multisensor medical image. 

Quality Metrics HDCT HDWT HKT HDST HWT 

Mean 52.67 58.75 10.10 57.30 52.67 

Entropy 6.91 6.86 1.71 7.11 6.92 

Var 1845.60 3520.20 1310.92 1851.72 1941.50 

Std dev 42.96 59.33 36.21 43.03 44.06 

RMSE 59.78 73.09 63.12 64.29 59.83 

PSNR 29.09 24.91 28.00 27.64 29.07 

SF 13.60 17.77 16.14 12.45 19.26 

MI 0.52 1.40 0.99 0.59 0.52 

IQI 0.55 0.56 0.58 0.56 0.55 

AG 5.45 6.44 2.76 5.83 6.85 

After visual observation, the output obtained by HDWT is clearer, and the same is reflected through quality metrics. The 

SF and MI in HDWT are superior to other methods. Thus we can observe fine details in the fused image. Fig. 10 shows the 

histogram of images obtained by using hybrid transform techniques for test set 1 of multisensor medical images.  

From Fig. 10, the histogram of the input image i.e. (b), and histogram of the fused image obtained by HDWT i.e.(d) is 

matching. The histogram of the fused image obtained by other methods is not matching with input image histograms. Fig. 11 

shows the fused images for test set 2 of multisensor medical images. 

 
Figure 10: (a) and (b) are the histogram of multisensor medical input images from the test set 1, (c) to (g) are the histogram of fused images obtained 

using different hybrid transform methods (c) HDCT, (d) HDWT, (e) HKT, (f) HDST, and (g) HWT. 

 
Figure 11: Image fusion for test set 2 of multisensor medical images. (a) and (b) are input images from different sensors, (c) to (g) are fused images 

obtained using different hybrid transform methods (c) HDCT, (d) HDWT, (e) HKT, (f) HDST, and (g) HWT. 
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Here also, it is observed that the output image obtained by HDWT is showing the complete fusion of input images. 

Whereas in HKT, the fused image is nearer to complete fusion. But the fused image obtained by HDCT, HDST, and HWT is 

blurred. Table 8 shows the performance parameters for test set 2 of multisensor medical images. 

Table 8 Performance parameters of image fusion using different hybrid transform techniques for test set 2 of 

multisensor medical image. 

Quality Metrics HDCT HDWT HKT HDST HWT 

Mean 57.06 61.13 21.87 61.96 57.06 

Entropy 7.10 5.55 4.60 6.71 7.07 

Var 2730.03 5458.31 1064.85 3470.51 2837.09 

Std dev 52.25 73.88 32.63 58.91 53.26 

RMSE 54.43 70.17 56.67 61.29 54.87 

PSNR 30.97 25.73 30.16 28.59 30.80 

SF 17.93 22.45 18.81 16.10 21.50 

MI 1.11 1.59 2.89 1.18 1.10 

IQI 0.75 0.70 0.72 0.70 -0.73 

AG 6.94 7.40 4.64 6.74 7.79 

Table 9 Comparison of quality metrics due to hybrid transforms method and existing methods for the multisensor 

medical input image. 

Quality Metrics HDCT  HDWT   HKT       Ref. 19 

Mean 52.67 58.75 10.10  

Entropy 6.91 6.86 1.71 8.81 

Var 1845.60 3520.20 1310.92  

Std dev 42.96 59.33 36.21  

RMSE 59.78 73.09 63.12 3.31 

PSNR 29.09 24.91 28.00 41.91 

SF 13.60 17.77 16.14  

MI 0.52 1.40 0.99 7.44 

IQI 0.55 0.56 0.58 0.85 

AG 5.45 6.44 2.76  

From table 8 also, the quality metrics SF and MI are good in HDWT. Table 9 shows the comparison of quality metrics due 

to the hybrid transforms method and existing methods for the multisensor medical input image. In ref. 19, the hybridization 

is done by using wavelet and curvelet transform. RMSE and PSNR are not considered for comparison because in ref. 19, the 

reference image is used to find RMSE. But by comparing entropy and MI, these parameters are superior in ref. 19.  

In night vision applications, images captured by the IR sensor are very useful. The multisensor night vision image fusion 

in which input images are captured from IR and CCD camera. Fig. 12 shows image fusion for test set 1 of multisensor night 

vision images. 
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Figure 12: Image fusion for test set 1 of multisensor night vision images.  (a) and (b) are input images from different 

sensors at night, (c) to (g) are fused images obtained using different hybrid transform methods (c) HDCT, (d) HDWT, 

(e) HKT, (f) HDST, and (g) HWT. 

Fig. 12 (a) is the image from the IR camera which is difficult to interpret. And Fig. 12 (b) is the image from the CCD camera 

where objects are not properly visible. The fused image obtained by HDWT is more clear than the HDCT, DST, and HWT 

methods. The image obtained by HKT is also good but blurred at the bottom side. Table 10 shows the performance 

parameters of image fusion using different hybrid transform techniques for test set 1 multisensor night vision image. 

Table 10 Performance parameters of image fusion using different hybrid transform techniques for test set 1 

multisensor night vision image. 

Quality Metrics 
HDCT 

 
HDWT     HKT        HDST     HWT     

Mean 111.64 119.73 111.64 114.98 111.64 

Entropy 7.28 7.31 7.17 7.12 7.25 

Var 1892.76 1895.05 1482.56 1222.51 1756.92 

Std dev 43.51 43.53 38.50 34.96 41.92 

RMSE 42.73 27.97 44.85 30.46 42.08 

PSNR 35.80 44.12 34.84 42.58 36.11 

SF 17.22 20.14 18.02 15.25 20.00 

MI 0.83 1.25 3.92 0.74 0.81 

IQI 0.81 0.58 0.76 0.66 0.80 

AG 6.79 7.39 6.87 7.21 7.61 
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Figure 13: Image fusion for test set 2 of multisensor night vision images.  (a) and (b) are input images from different 

sensors at night, (c) to (g) are fused images obtained using different hybrid transform methods as (c) HDCT, (d) 

HDWT, (e) HKT, (f) HDST, and (g) HWT. 

From table 10 also, it is observed that HDWT and HKT are better than HDCT, HDST, and HWT. Figure 13 shows the image 

fusion for test set 2 of multisensor night vision images. And table 11 shows the performance parameters of image fusion 

using different hybrid transform techniques for Test set 2 multisensor night vision image. 

Table 11 Performance parameters of image fusion using different hybrid transform techniques for test set 2 

multisensor night vision image. 

Quality Metrics HDCT HDWT HKT HDST HWT 

Mean 80.92 83.85 80.92 82.51 80.92 

Entropy 6.47 6.76 6.72 6.89 6.50 

Var 905.16 1257.36 1074.76 1075.53 951.46 

Std dev 30.09 35.46 32.78 32.80 30.85 

RMSE 30.61 18.74 32.12 25.55 30.43 

PSNR 42.48 52.14 41.52 46.09 42.60 

SF 
13.01 15.80 12.23 12.20 16.06 

MI 0.56 1.17 3.59 0.76 0.60 

IQI 0.46 0.07 0.50 0.23 0.22 

AG 4.73 5.38 4.90 5.36 5.63 

From Fig. 13 and table 11 also, it is observed that HDWT and HKT are superior to HDCT, HDST, and HKT for multisensor 

night vision image fusion. Now all these proposed hybrid methods are compared by graphical representation of performance 

parameters. Fig. 14 shows the graphical representation of RMSE, PSNR SF, MI, IQI, and AG of fused images for all test sets.  
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Figure 14: Graphical representation of a) RMSE b) 

PSNR c) SF d) MI e) IQI f) AG of fused images for all 

test sets. 

5. CONCLUSIONS 

The proposed hybrid transform method is the combination 

of HSV transform from spatial domain and one of the 

transforms among DCT, DWT, KT, DST, WT from 

transform domain. The performance of these methods is 

tested on four types of input sets by three different modes i. 

e. visually, through quality metrics, and histogram 

representation. In multisensor RGB input type, for test set 

1 only HDWT is giving better performance but for test set 

2, all methods are giving better performance. This is 

because the input image from test set 2 includes more color 

information. And due to HSV conversion, all transforms 

reflects the complete fused image. In multifocus RGB input 

type, visually HDWT and HKT are good but through 

quality metrics, the HWT method is superior. In the 

multisensor medical image set, HDWT shows better 

performance through all three modes. In multisensor night 

vision input types, HDWT and HKT are superior to other 

methods. So overall for any input type, HDWT and HKT 

are giving better performance. But by observing the output 

images of these methods as well as quality metrics, the 

output can be optimized. The next chapter is the 

optimization technique to enhance the efficiency of the 

fused image.        
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