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Abstract The Internet is a great resource for learning about any subject you can think of. However, it becomes a 

difficult task to extract precise information due to the abundance of content. The primary goal of any text 

summarization system is to identify and present to users the essential information contained within a text. In today's 

world, there is a plethora of data at your fingertips. The accuracy of the data becomes problematic for the user. 

Reading everything and drawing conclusions about specific data is impossible. Text summarization is the process of 

condensing a large amount of data into a concise summary. If we're talking specifically about the data on Wikipedia, 

then yes, pretty much everything is accessible. With the right query, we can uncover a wealth of information. A text 

summarization service will condense long passages into digestible chunks without altering the meaning of the original 

text. For this study's demonstration purposes, we have taken information from Wikipedia and, using summarization 

techniques, condensed it without altering its meaning. 
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I. INTRODUCTION 

To find the most pertinent information and treatment 

options, summarization has recently become evident in a 

variety of contexts, including media articles, financial 

records, and outcomes from search engines, medical 

summaries, and online portals. Even though there is an 

increasing amount of information on the internet, sub-

branching has increased the capabilities of natural 

language processing. Information that is easy to 

understand is useful when searching [1][2][3]. 

You incorporate all pertinent information while 

summarizing key passages from the document using the 

machine learning method. Extractive and synthetizing are 

needed due to one of the main findings. The text 

summarization function is essential for advancing 

academic, research, teacher, and business marketing 

functions. It has been observed that the executive can 

process a small amount of data because they need a 

condensed summary of the details inside this time allotted. 

Text summarization produces a succinct, fluid description 

while trying to maintain the significance of key details and 

their overall content. Many automated text summarization 

techniques have been created and successfully used in a 

variety of fields. Text summarization is a technique for 

highlighting key details in a text document. The user is 

given concise reports and data that were gathered during 

this process. For humans, it's crucial to understand and be 

able to articulate the text's meaning. Due to its many 

applications in areas like book summaries, digests, 

financial institutions, media, showcases, basic science 

summaries, editorials, journals, etc., text summarization is 

crucial. A variety of tools exist for text summarization. 

The characteristics of scientific articles, such as their 

length and complexity, were not considered by these 

devices, which instead focused on news or essential 

documents. In this research work we have given emphasis 

on extractive text summarization. 

II. LITERATURE REVIEW 

Mishra et al. [4] looked at research from the years 2000-

2013 and came across techniques like hybrid statistical and 

ML methods. The cognitive effects of ATS were not 

evaluated, and the researchers did not include this 

consideration. Processes like topic representation, 

frequency-driven, graph-based, and machine learning 

methods for ATS were all explored by Allahyari et al. [5]. 

Only the most common methods were included in this 

study.Ujjwal Rani [6] found that efficient collection, 

storage, and supervision require high rates of production in 

large data dimensions. Because there is so much data to 

store or search through, it can be challenging to find the 

right information at times. In this case, technology like big 

data is directly responsible for the proliferation of data in 

various formats, regardless of the value of mining 

information. According to Neelima G. et al. [7], the advent 

of the internet marked the beginning of the modern 

information technology era. There is a staggering daily 

increase in the amount of knowledge and data available.In 

their extensive survey for analysts, Saranyamol et al. [8] 

introduced many different facets of ATS, including its 

structure, strategies, datasets, evaluation metrics, etc. Two 

different text summarization techniques were combined in 

an attempt at analysis by Gambhir et al. [9].Many cutting-

edge methods were not considered for this paper. 

Gholamrezazadeh et al[10] .'s study is the most thorough 
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and thorough comparison of extractive techniques used in 

ATS over the past decade. Several methods that can work 

in multiple languages have been mentioned.Research 

papers that use automated keyword extraction methods and 

techniques were surveyed by Bharti et al. [11]. Concepts 

related to the use of several data sources for text 

summarization are discussed.Text summarization from 

multiple documents and large amounts of web data was 

studied by Abualigah et al. [12]. The paper concludes with 

a detailed comparative table of recent studies. 

III. PROPOSED MODEL: 

OATS stands for Online Article Text Summarization. This 

model tries to identify the important sentences from the 

article so that the generated summary should not seem to 

have boundary information while the body is empty. The 

figure 1 below shows the work flow diagram of OATS 

 

Figure 1. Workflow diagram of OATS Model 

In this step, we want to summarize the information 

Wikipedia article such as 20 national leaders[13], The 

Beautiful Soup library will be used to retrieve the full text 

of the article. To ensure the highest quality of the textual 

data scraped, we will perform some basic text cleaning in 

the pre-processing step. To speed up the process, we will 

be using the nltk library's list of stop words. In addition, 

we'll be implementing PorterStemmer, a programme that 

deconstructs words into their individual morphemes. 

Tokenizing the article into sentences is the next step. The 

article will be broken down into sentences using the nltk 

library's built-in method. After that, you'll need to 

calculate the sentence weighted frequencies. Examining 

the frequency with which each term appears in the text 

will allow us to determine the overall grade for the essay. 

Specifically, we will award points to sentences based on 

how often specific keywords appear within them. Finally, 

we'll average the sentences to determine which types of 

sentences can be summed up. Now that we have collected 

all the data, we can generate a summary of the article.

Step 3.1 Preparing the data: In this step, we want to summarize the information Wikipedia article such as 20  national 

leaders, example of it as we take  gives an overview of the national leader APJ Abdul kalam. The Beautiful Soup library will 

be used to locate the article's text, the sample example of article is as shown in figure 2. 

 

 

 

 

 

 

Figure 2: Sample Example of Article 

Step 3.2 Analyze the Data: To ensure the highest possible quality of the textual data we scraped, we will perform some basic 

text cleaning. To speed up the processing, we will use the nltk library's list of stopwords. In addition, we'll be implementing 

PorterStemmer, a programme that deconstructs words into their individual morphemes. The sample example of stop word 

removal is as shown in figure 3. 
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Figure 3: Sample Example of Stop words Removal 

Step 3.3 sentence tokenization: The article will be broken down into sentences using the nltk library's built-in method. The 

sample example of sentence tokenization is as shown in figure3. 

 

 

 

 

                                          

Figure 4: Sample Example of Sentence Tokenization 

Step 3.Finding the weighted frequencies of the sentences: 

Examining the frequency with which each term appears in the text will allow us to determine the overall grade for the article. 

Specifically, we will award points to sentences based on how often specific keywords appear within them. The sample 

example of weighted frequencies of the sentences is as shown in figure 5. 

 

 

 

 

 

 

 

 

 

Figure 5: sample example of weighted frequencies of the sentences. 

Step 3.5 calculating the threshold of the sentences: 

Finally, we'll average the sentences to determine which types of sentences can be summed up. We can eliminate sentences that 

did not meet our minimum standard by scoring them. The sample example of calculating threshold of the sentences is as shown 

in figure 6. 
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                                Figure 6: Sample Example of Calculating Threshold of Sentences. 

Step 3.6 summary generation: We can create an article summary now that we have all the required inputs. The sample 

example of generated summary is as shown in figure 7. 

 

 

 

 

Figure 7: Sample Example of generated summary

IV. CONCLUSION 

Even though text summarization is an old field of study, 

new studies in the field are constantly being published. 

However, text summarization produces mediocre results in 

general, and the summaries it generates are not always 

satisfactory. As a result, researchers are working to 

improve current text summarization methods. It is also 

critical to develop new summarization methods that can 

meet human standards and produce more reliable 

summaries. As a result, ATS should be integrated with 

other intelligent systems to improve its effectiveness. 

Automatic text summarization is a prominent area of 

research that has been widely implemented and integrated 

into a wide range of applications to summaries and reduce 

text volume. In this research work we are giving emphasis 

on the article summarization on national leaders. We got 

satisfactory result. 
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