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Abstract: Product quality certificates are being used by enterprises to market their goods. This process takes a long 

time and needs to be evaluated by human professionals, which makes it very costly. This paper presents an effective 

and efficient wine quality prediction approach that is based on Ensemble Learning (EL) Techniques. The primary 

objective of the proposed is to reduce error value which thereby enhances its accuracy. To accomplish this task, we 

have used a Wine quality dataset that is taken from UCI ML repository which comprises a total of 4898 samples and 12 

features. Since the data present in the dataset is not balanced and hence data preprocessing technique is applied to it. 

During the preprocessing phase all the input variables and output variables are separated. After that, we employed 

hybrid feature selection techniques, that combine chi-Square and Principal Component Analysis (PCA) techniques, to 

address the dataset dimensionality concerns. Finally, ensemble learning techniques which are a combination of 

Random Forest (RF), XGBoost, and Gradient Boost Machine learning classifiers are used for classification. Utilizing 

MATLAB software, the suggested EL-based wine quality prediction model's simulations and experiments are analyzed. 

The simulation outcomes were obtained in terms of Mean Square Error (MSE), Mean Absolute Percentage Error 

(MAPE), R2 and confusion matrix.  

Keywords — Wine Quality, Feature Selection, Classification, Machine Learning, quality prediction, artificial intelligence 

etc. 

I. INTRODUCTION 

Due to research showing a positive association between 

wine drinking and heart rate variability, there has been a 

little increase in wine consumption in recent years [1]. The 

most popular beverage consumed worldwide is wine, and 

society appreciates it highly. The wine sector has an 

approximately $300 billion global market value. Over the 

past few years, wine consumption has significantly 

expanded due to its health advantages for human hearts as 

well as for pleasure ones. In order to increase output and 

improve the efficiency of the entire process, new techniques 

and methodologies are being applied across all industries 

today. The cost of these processes is rising over time, as are 

the expectations placed upon them. The chemicals used in 

wines, in contrast, are more or less the same, but they serve 

different purposes, therefore it is important to determine the 

type of chemicals used, which is why we utilize techniques 

to verify [2]. Wine, formerly seen as a luxury good, is now 

consistently enjoyed by a wide spectrum of customers.  

Wine is a complicated beverage chemically, made up of 

water, ethanol, sugar, amino acids, polyphenolic 

compounds, anthocyanins, and other organic and inorganic 

components [3,4]. Portugal is the world's eleventh-largest 

wine producer.  

A typical wine contains ethyl alcohol, sugar, acids, 

higher alcohols, tannins, aldehydes, esters, amino acids, 

minerals, vitamins, anthocyanins, minor constituents like 

flavoring compounds etc. [5]. The five important 

components of wine are Water, Alcohol, Acid, sugar and 

Phenolic compounds.  

•  Water: 80–90% of wine is simply plain old water. 

Although most of this is the water that naturally existed in 

the grapes, a winemaker may occasionally add water to the 

original grape juice if the alcohol or phenolic compounds 

are too strong for the grapes.  

• Alcohol: consists of 8 to 15% of the wine's volume. 

The abv (alcohol by volume) is displayed on the label. 15% 

of the wine may be a warm climate red, and 8% could be a 

cool temperature white.  

• Acid: keeps the wine from tasting floppy. It provides a 

tangy zing to wine Wine contains a little amount of acids 

and the range is 5% to.75%. 
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• Sugar: Brix, or sugar levels, are one measurement 

used by winemakers to establish whether a grape is ripe for 

harvest. This usually ranges from 15% to 28%.  

• Phenolic compounds: These are some of the most 

important quality indications for wine since they have a 

huge influence on sensory characteristics like color, flavor, 

bitterness, and astringency. In addition to these benefits, 

phenolic compounds are beneficial to health because of 

their antioxidant, antibacterial, and vitaminic properties that 

help ward off cancer and cardiovascular diseases. Such 

particles affect a wine's flavor, fragrance, and texture even 

though they may be many and minute in relation to the 

other elements [6,7]. 

In order to ensure quality and prevent contamination, 

certification and evaluation of wine are crucial components 

of Portugal's wine business. In contrast to earlier periods, 

when resources and technology were scarce, testing and 

quality assertion of wines could not be accomplished. This 

is an important factor today because of the standards of 

quality and since it is difficult to remain in the market given 

the competition. A physicochemical test or a sensory test 

can be used to determine the quality of wine [8]. The first 

test can be established without human involvement, while 

the second can be accomplished with human expert 

guidance. The wine's quality is an important consideration 

for both consumers and wine-making firms. Accreditation 

of product quality is used by corporations to boost revenue. 

Wine is a commonly consumed beverage nowadays, and 

companies use product quality certification to increase their 

commercial viability. Testing for product quality used to be 

done at the conclusion of production. This process is quite 

costly since it requires a lot of time and energy, such as the 

use of several human specialists to assess product quality 

[9]. Assessing the wine's quality with human experts is 

challenging because each individual has a unique 

perspective on the test. Organizations began to count on a 

variety of testing tools as technology developed for the 

development phase. They could be able to judge the wine's 

quality more accurately as a result, that obviously saves a 

lot of money and time. Additionally, this helped to acquire 

a plethora of data on a variety of topics, such as the amount 

of various chemicals and temperature used during 

manufacturing, as well as the quality of the wine 

produced.Due to the success of ML techniques over the past 

10 years, various attempts to evaluate wine quality using 

existing data have been made [10,11,12]. Throughout this 

process, the factors that directly impact the wine's quality 

can be changed. This gives the creator a better idea of how 

to modify different elements during the production process 

to enhance the wine quality. This may also result in wines 

with various tastes, and lastly, it may result in the creation 

of a new brand. Analysis of the key variables that affect 

wine quality is thus vital. 

The coming up sections of the paper is categorized as: 

Section 2 presents the literature survey of various recently 

proposed wine quality prediction models along with their 

problem statement. Section 3 discusses the proposed work 

and its working methodology. Section 4 presents results 

obtained for the proposed model and finally Section 5 

concludes the paper.  

II. LITERATURE REVIEW 

A. Review Stage 

Please Over the past few years, a number of researchers 

have proposed various ML based wine quality prediction 

models in order to assess its quality. Some of the recently 

proposed wine quality prediction models are discussed 

here: In order to forecast the quality of wine, K. R. Dahal, 

et al. [13], examined the effectiveness of a number of ML 

models, including Ridge Regression (RR), Support Vector 

Machine (SVM), Gradient Boosting Regressor (GBR), and 

multi-layer Artificial Neural Network (ANN). Results 

revealed that GBR outperforms all other models, with MSE, 

R, and MAPE values of 0.3741, 0.6057, and 0.0873, 

correspondingly. Sunny Kumar, et al. [14], proposed a 

wine quality prediction model in which they used methods 

like NB, SVM and RF. Terry Hui-Ye Chiu, et al. [15],  a 

hybrid model for predicting wine quality was developed 

which combines at least two classifiers, such as the random 

forest and support vector machine. Experiments were also 

conducted on the wine datasets to assess the usefulness of 

the proposed hybrid approach and demonstrated its 

supremacy. Shaw, B. et al. [16], compared SVM, Random 

Forest, and Multilayer Perceptron classification methods for 

wine quality analysis in order to determine which 

classification technique produces more accurate results. 

Mahima, G.U., et al. [17], examined the wine quality by 

using an RF algorithm whose accuracy was further 

enhanced by KNN. The output of the proposed algorithm 

was used to categorize the wines into three categories: Fine, 

Medium, and Poor. S. Aich, et al. [18], examined a number 

of feature selection methods, namely simulated annealing 

(SA) and feature selection based on genetic algorithms 

(GA). The scientists used multiple performance indicators 

like accuracy, sensitivity, specificity, positive predictive 

value, and negative predictive value to compare various sets 

of features and supervised machine learning techniques. 

Gupta, Mohit et al. [19], utilized multiple machine 

learning algorithms to forecast the quality of wine, and the 

findings are validated using a variety of quantitative 

measurements. Yogesh Gupta, et al. [20], investigates the 

application of machine learning methods like linear 

regression, neural networks, and support vector machines 

for the quality of the product. Red wine and white wine 

databases were used for all trials. This study demonstrated 

that choosing a subset of traits (variables) to take into 

account, as opposed to all of them, can lead to improved 

predictions. Xinpeng Ma, et al. [21], predicted wine 

quality factors using chemometric techniques and infrared 

spectroscopy (IRs). Fisher Discriminant-Variable Selection 

(FD-VS) method, a novel variable (wavelength) selection 
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method, was developed. 

From the above given literature, it is analyzed that a 

number of researchers have proposed various ML based 

wine quality prediction systems. Undoubtedly, these 

methods were giving good results but, we observed that 

there is a scope of improvement. Majority of the researchers 

have employed ML algorithms for predicting wine quality, 

however, these ML algorithms are not capable of handling 

large and massive datasets which causes overfitting and 

hence reduced accuracy of the system. Furthermore, we 

also observed that very few researchers have applied feature 

selection techniques in their work that help in overcoming 

dataset dimensionality issues. Additionally, there hasn't 

been a lot of study on cutting-edge approaches like 

ensemble learning that can yield meaningful results for 

evaluating wine quality. Given these factors, it becomes 

necessary to implement an effective system that can 

overcome the aforementioned limitations while also 

increasing system accuracy.  

III. MATH 

In order to overcome the limitations of existing wine 

quality prediction models, a new and effective wine quality 

predictive model is proposed in this paper, based on 

ensemble learning techniques. The key objective of the 

proposed EL based wine quality prediction model is to 

reduce error values so that overall performance of the 

model can be enhanced. To combat this task, we have 

updated mainly two phases i.e. Feature selection and 

Classification phase. In the proposed work, we have 

introduced hybrid Chi Square and Principal Component 

Analysis (PCA) based feature selection techniques for 

resolving the dataset dimensionality issues. Additionally, 

we used the ensemble learning method that incorporates the 

Random Forest (RF), XGBoost, and Gradient Boost models 

of machine learning classifiers. In the proposed work, the 

ensemble learning model is mostly used since it combines 

the output from three ML classifiers and produces results 

which are less noisy than those from individual models. The 

proposed model is strengthened and stabilized as a result. In 

the very beginning, a wine quality dataset is taken from 

UCI ML repository in which data is particularly related to 

red and white wine variants of Portuguese. This dataset is 

not balanced and contains a lot of unnecessary and null 

values that may degrade the efficacy of the system. 

Therefore, it is important to apply data pre-processing 

techniques in which input variables and target variables are 

separated. Following this, several wine characteristics such 

as density, PH, sulfates, fixed acidity, volatile acidity, citric 

acid, residual sugar, chlorides, free sulfur dioxide, total 

sulfur dioxide, and alcohol are examined. Chi Square and 

PCA, a hybrid feature selection approach, are then 

employed to the processed dataset to address the 

dimensionality problems. Additionally, we have built an 

ensemble learning-based classification technique that 

groups together the three ML classifiers RF, XGBoost, and 

Gradient Boost. The training set is fed to the classifiers, 

who are subsequently fed the testing dataset to gauge how 

well the model performed. The wine properties are 

examined by the suggested ensemble learning technique, 

which produces a final output called Quality with a score 

range of 0 to 10. By producing a less noisy outcome than 

traditional models, ensemble learning methods guarantee 

great model stability and resilience. Therefore, by 

integrating hybrid feature selection techniques along with 

ensemble learning methods, the error values are reduced in 

the system which in turn ensures high system performance. 

The detailed working of proposed EL based wine quality 

prediction model is given in next followed up section of the 

paper.   

A. Methodology 

In order to achieve the desired objective of the proposed 

EL model, it undergoes through a number of stages like 

data collection, data pre-processing, feature selection, 

classification and performance evaluation. The brief but 

stepwise working of the proposed EL model is given in this 

section of paper.  

Step 1: Data Collection: Initially, a Wine quality dataset 

is taken from UCI ML repository that contains two datasets 

of red and white wine variants taken from Portugal. The 

multivariate data includes 12 characteristics and a total 

sample size of 4898 samples. Although the dataset has 

sorted classes, they are not balanced. Moreover, the dataset 

contains a total of 11 input attributes i.e. fixed acidity, 

volatile acidity, citric acid, residual sugar, chlorides, free 

sulfur dioxide, total sulfur dioxide, density, PH, sulfates and 

alcohol. In addition to this, there is one output variable i.e. 

Quality whose score range varies from 0 to 10 and is shown 

in figure 1. 

 

Figure 1. Output variable Quality of dataset 

Step 2: Data Pre-Processing: Once the relevant 

information has been gathered, it is essential to pre-process 
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it because it is not balanced in nature. All input variables 

and output variables are divided during the pre-processing 

stage. Additionally, the dataset is improved and balanced by 

eliminating all the redundant data. 

Step 3: Feature Selection: Once the data is processed, it 

is time to implement Feature selection technique on 

processed data to resolve dimensionality issues. Here, we 

have combined Chi Square and Principal Component 

Analysis (PCA) for combating this task. Only the most 

significant characteristics from the processed dataset that 

are essential to improving the system's accuracy are chosen 

using the hybrid feature selection method. Additionally, the 

hybrid feature selection method increases the speed of ML 

algorithms. A final feature vector is created by choosing 

only crucial features, and it only contains crucial 

information. 

Step 4: Data Separation: Immediately after this, the 

processed data is then divided into training and testing data 

in the ratio of 80:20. The 80% of the given data is used for 

training the model and the remaining 20% of data is used 

for testing the efficacy of proposed EL model.  

Step 5: Classification: In this phase, we have utilized 

ensemble learning method wherein three ML classifiers i.e. 

Random Forest (RF), XGBoost and gradient boost 

classifiers are used. The ensemble model is trained using 

the training data, and its performance is evaluated using the 

testing data. The ensemble learning model examined the 

various wine parameters and forecasts the wine's quality. 

Step 6: Performance Evaluation: The feasibility and 

efficacy of the proposed EL-based wine quality estimation 

method are evaluated and verified in the final stage of the 

proposed model by contrasting it with conventional wine 

quality prediction models in terms of several performance 

metrics. The following section of this paper discusses the 

results that were acquired for the same. 

IV. RESULTS AND DISCUSSION 

The effectiveness and performance of the suggested EL 

based wine quality prediction approach is examined in 

MATLAB Software. To prove the supremacy of the 

proposed approach, we compared its performance with few 

state of art wine quality prediction approaches in terms of 

MSE, MAPE, R2, and confusion matrix. This section 

presents a detailed discussion of various results obtained for 

proposed EL based wine quality prediction approach.  

A. Performance Analysis  

While validating the proposed model's performance, we 

analyzed its performance firstly in terms of confusion 

matrix. The graph obtained for the same is shown in figure 

2. The graph for the confusion matrix clearly states that the 

difference between actual and predicted values in the 

proposed EL based wine quality prediction model is small, 

thereby proving the efficiency of the proposed model.  

Moreover, to prove the effectiveness of suggested EL 

based wine quality prediction model, we also compared its 

performance with standard RR, SVM, GBR and ANN 

models in terms of their MSE values. The comparative 

graph obtained for MSE is shown in figure 3. 

 

Figure 2. Confusion matrix attained in proposed model 

 

 

Figure 3. Comparison graph for MSE 

Upon critically investigating the provided graph, we 

discovered that the proposed EL-based wine quality model's 

MSE value comes out to be 0.41. In contrast, the MSE 

values for the conventional RR, SVM, GBR, and ANN 

techniques were just 0.3869, 0.3862, 0.37, and 0.4. This 

demonstrates that the proposed EL model has a somewhat 

higher MSE value  than other comparable techniques. 

 The reliability of the suggested EL-based wine quality 

prediction model was also examined, and its MAPE values 

were compared to those of conventional models. The 

resulting graph is displayed in figure 5.6. After examining 

the above figure, it can be seen that the classic Svm 

classifier had the greatest MAPE value (0.1355), trailed by 

the ANN (0.12), the GBR (0.0873), and the RR (0.08888), 

approaches. However, compared to previous similar 



International Journal for Research in Engineering Application & Management (IJREAM) 

ISSN : 2454-9150    Vol-08,  Issue-12, Mar 2023 

56 | IJREAMV08I1296001                          DOI : 10.35291/2454-9150.2023.0048                    © 2023, IJREAM All Rights Reserved. 

techniques, the MAPE score in the proposed EL-based wine 

quality prediction model was much lower at only 0.0677. 

 

Figure 4. Comparison graph for MAPE 

This decreased MAPE value demonstrates the 

effectiveness of the suggested EL-based wine quality 

prediction model because low mistakes translate into high 

accuracy rates. 

 

Figure 5. Comparative graph for R2 

In addition to this, we have also analyzed and compared 

the performance of proposed EL based wine quality 

prediction model with conventional models in terms of their 

R2 values. The comparative graph obtained for the same is 

shown in figure 5.  

Table 1: Comparison table for different parameters 

Algorithms MSE MAPE R2 

RR 0.3869 0.0888 0.05897 

SVM 0.3862 0.1355 0.5971 

GBR 0.3741 0.0873 0.6057 

ANN 0.4 0.12 0.58 

Proposed EL 0.4125 0.0677 0.62809 

The R2 values for the RR, SVM, GBR, and ANN models 

were 0.58, 0.59, 0.60, and 0.58, respectively, according to 

the provided graph. In contrast, the proposed EL model's 

R2 value, that was 0.6280, was much greater than that of 

other models of a similar standard, including RR, SVM, 

GBR, and ANN. A model's goodness of fit is essentially 

represented by the value R2. Therefore, the value of R2 

should be as highest as possible to determine the 

effectiveness and efficiency of wine quality prediction 

model. Table 1 lists the exact MSE, MAPE, and R2 values 

that were achieved for the suggested EL model as well as 

the conventional RR, SVM, GBR, and ANN models. 

From the above graphs and tables, it is clear that the 

proposed EL based wine quality prediction model is 

outperforming traditional RR, SVM, GBR and ANN 

models in terms of MAPE, R2 values to prove its 

supremacy. 

V. CONCLUSION 

This paper presents a productive and efficient Wine 

quality prediction model that is based on Ensemble learning 

(EL) technique.  The productivity and usefulness of the 

proposed EL based wine quality prediction approach is 

analyzed in MATLAB Software. The experimental 

outcomes were obtained and contrasted with traditional 

models in terms of performance metrics like MSE, MAPE, 

R2 and confusion matrix. After analyzing the results, it is 

observed that MSE value was 0.41 in the proposed EL 

model whereas, it was 0.3869, 0.3862, 0.37 and 0.4 in 

conventional RR, SVM, GBR and ANN models. Moreover, 

the value of MAPE is also analyzed whose values came out 

to be 0.088 in RR, 0.13 in SVM, 0.087 in GBR and 0.12 in 

ANN models. While as, the value of MAPE was only 

0.0677 in proposed EL based wine quality prediction 

model. Furthermore, the value of R2 was examined whose 

value was 0.628 in the proposed EL based wine quality 

prediction model. On the other hand the value of  R2 was 

analyzed whose values were only 0.058, 0.59, 0.60 and 0.58 

in conventional RR, SVM, GBR and ANN models. These 

values prove the efficacy and efficiency of the proposed EL 

model over other similar approaches.  
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