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Abstract - Engineering is a field that heavily relies on statistical analysis and probability theory to make informed 

decisions. The use of statistics and probability in engineering can be seen in a wide variety of applications such as 

quality control, reliability analysis, experimental design, and risk assessment. In this paper, we will discuss the use of 

statistics in various engineering applications. Along with the use of statistics in various fields we will be analyzing a 

given dataset and using basic statistical methods to find a favorable answer from the given dataset. 
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I. INTRODUCTION 

Engineering is the application of scientific and 

mathematical principles to design and develop systems, 

structures, machines, and processes that improve human 

life. Statistical analysis and probability theory are 

fundamental tools in engineering that help engineers make 

informed decisions based on data. Statistical analysis 

involves the collection, analysis, interpretation, and 

presentation of data. 

The word “Statistics” is derived from a German word 

“Statistik” which basically means ‘description of a state, a 

country’. Statistics is concerned with the collection, 

organization, analysis, interpretation and presentation of 

data. A statistical model usually helps with the applications 

of statistics to an engineering, scientific, medical or a social 

situation where large amounts of data has to be worked 

with. Linear algebra, differential and integral calculus and 

probability theory are the major branches that are relied on 

while using statistics. Quality control, Design of 

experiments, reliability analysis, process optimization and 

statistical modelling are some of the major applications of 

statistics in engineering. 

II. MEAN AND STANDARD DEVIATION 

Mean and Standard Deviation form the basis on statistics. 

In essence, it is where statistics begins from. Being the 

easiest and simplest concept in Statistics, it is taught in 

schools and college alike from a very early period. For 

efficiency of the task at hand and overall time usage, a 

software such as Excel or any spreadsheet software is used. 

A particular example that helps students understand how 

these can be used in engineering applications was 

illustrated with test data from a faculty research project 

involving wireless communication (Zhan and Goulart 

2009). Six different tests where conducted under four 

different test conditions. The basic task was to calculate the 

signal-to-noise ratio (SNR) for bandwidth of wireless 

communication using the given formula:   [1] 

 

 

If statistical analysis is not used, one might conclude that 

Condition 3 is the best condition but Condition 4 is the best 

condition. All of this is possible by the use of the SNR 

formula defined above. Using SNR it is also found out that 

condition 2 was better than condition 3. [1] 

III. REGRESSION ANALYSIS 

1. Machine Learning Regression 

Finding the relationship between independent variables or 

features and a dependent variable or outcome is called 

Machine Learning Regression. It is used a method for 

predictive modelling in machine learning algorithms. In a 

forecasting or predictive model, regression analysis is an 

integral part. Regression is a common use for supervised 

machine learning models. Input and output data is a 

required label for this type of approach towards training 

models. Machine Learning regression models need to 

understand the relationship between features and outcome 

variables. [2] 

The most common regression techniques in machine 

learning can be grouped into Simple Linear Regression, 

Multiple Linear Regression and Logistic Regression. [2] 
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Regression is useful for engineers as it can help them 

identify the relationship between variables based on test 

data. [1] 

Most Popular Statistical Regularization methods may 

include the following: 

Ridge regression is a statistical technique used when 

analysing data or models of regression suffering from ill-

conditioning or multicollinearity. Variances are usually 

large and far from the true value although the estimates 

may be unbiased. [3] 

The Least Absolute Shrinkage and Selection Operator 

(LASSO), in this technique prediction accuracies are 

enhanced within a model thanks to both variable selection 

and regularization. Variable shrinkage is the process of 

choosing or selecting variables within statistical model 

results. [3] 

2. Use of Regression Analysis to study load parameters 

of mine excavator equipment: 

The presence of numerous operating factors that are 

challenging to describe using mathematical formulas, many 

of which are random, poses a significant problem in setting 

the actual loads in the working equipment of mining 

excavators. As a result, studying loads in working 

equipment while managing a mining excavator often proves 

difficult with traditional methods of analysis and modelling. 

Typically, when analyzing scientific research results, a 

scenario arises in which the quantitative variation of the 

studied quantity, i.e., voltage in the handle (σ), depends on 

multiple factors, including but not limited to density (x1), 

dust (x2), experience (x3), illumination (x4), learnability 

(x5), maneuverability (x6), mass (x7), noise level (x8), 

serviceability (x9), technological efficiency (x10), vibration 

(x11), and speed (x12). [4] 

In theory, the regression model has the ability to account 

for any number of factors, but in practice, this is often 

unnecessary. The selection of factors is based on a 

qualitative analysis, but theoretical analysis alone may not 

provide a clear answer on the quantitative relationship 

between the considered features and the inclusion of a 

factor in the model. Therefore, factor selection is typically 

conducted in two stages: first, factors are selected based on 

the nature of the problem, and second, student statistics are 

used to determine regression parameters based on a matrix 

of correlation indices. [4] 

If 𝑓(𝑥1, 𝑥2, … 𝑥12) represents a linear combination of 

factors, then the regression can be expressed linearly as:  

 

IV. MACHINE LEARNING IN SOFTWARE ENGINEERING 

Software Engineering (SE) involves the creation, upkeep, 

and supervision of software systems with high quality 

standards in a manner that is both efficient and predictable. 

The field of SE research explores real-world scenarios by 

focusing on the development of new software systems, the 

alteration of existing ones, and the technology, tools, 

methods, techniques, or languages that support SE 

activities. The discourse on the significance of statistical 

analysis in Experimental Software Engineering (ESE) 

points to the insufficient use of statistical power in 

interpreting the results and casts doubt on the validity of the 

findings. Software Engineering typically employs scientific 

methods to assess the advantages of new software-related 

techniques, theories or methods. This methodology has 

been effectively utilized in other fields of science, 

particularly in the social sciences, which share similarities 

with Software Engineering as they both recognize the 

growing significance of the human element in software. 

Unlike physics or mathematics, it is challenging to establish 

laws of nature in these fields. To perform an experiment, it 

is crucial to choose a variable to observe and analyze its 

effects, which is known as the "factor." The various 

classifications of this factor are termed as "treatments." 

Generally, the aim of conducting an experimental study is 

to compare these treatments and ascertain whether they 

produce similar effects on a measured characteristic or if 

there is a noticeable distinction among them. [5] 

Version 17 of the Minitab tool was utilized to generate the 

analysis presented below. This information can be 

generated in Minitab through the menu “Stat –> Basic 

Statistics –> Display Descriptive Statistics" by selecting the 

variable “Difference (Expected x Held)". Table 3 provides 

important insights into the data presented in Figure 3, 

including the minimum and maximum values for the 

variable “Difference (Expected x Held)", the range between 

the lowest and highest values, the first and third quartiles 

calculated based on the comparison with the variable 

“Time", and the standard deviation representing the 

difference between the median of each moment. [5] 

To evaluate the distribution of the empirical data, a boxplot 

is used, which is formed by the first and third quartiles and 

the median. The figures associated with the moments before 

and after the implementation of the plugin can be observed 

in relation to the median drawn by analyzing the boxplot. 

To generate this graph, Minitab offers the menu option 

“Graph Box plot" with the selection of “One Y / With 

Groups" for the “Difference (Expected x Held)" variable 

and the “Moment" variable for the category. [5] 

Outlier analysis is another method for checking the 

presented data. This analysis refers to observations in the 

samples that are either very far from the others or 

inconsistent when compared to them. These observations 
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are also known as abnormal, contaminant, strange, extreme, 

or discrepant. To treat outliers correctly, it is important to 

determine the reasons that lead to their appearance. The 

possible reasons for the appearance of outliers include 

measurement errors, data running, or inherent variability of 

the elements of the population. Outliers resulting from 

collection or measurement errors should be discarded. 

However, outliers resulting from possible observed values 

should not necessarily be discarded. [5] 

 

 

In order to identify outliers in a sample, it is necessary to 

calculate the median, lower quartile (Q1), and upper 

quartile (Q3) values. The difference between Q3 and Q1 is 

then calculated and stored as L. Values outside the range of 

Q3+1.5L to Q3+3L or Q1-1.5L to Q13L are deemed 

outliers and may be accepted in the population. However, 

values that exceed Q3+3L or are less than Q1-3L should be 

treated as outliers and investigated to determine their source 

of dispersion, as they are the most extreme points in the 

analysis. [5] 

V. USE OF MATPLOTLIB IN PYTHON TO VISUALIZE A 

DATASET 

We have acquired a dataset from a free use dataset website 

going by ‘Kaggle’ which displays the population of the 

various countries of the world. For our intents and purposes 

we have decided to use Python as a programming module 

for our Data Visualization so that we could have an idea of 

the population distribution of the various continents 

throughout the world. The pandas and matplotlib 

libraries/packages are used to plot these graphs so that we 

can have a visual idea of the population distribution of the 

continental regions of the world. 

Raw Code: 

import matplotlib.pyplot as plt 

import pandas as pd 

 

plt.style.use('bmh') 

df = pd.read_csv('world_population.csv') 

 

x = df['Continent'] 

y = df['2022 Population'] 

 

plt.xlabel('Continent', fontsize = 18) 

plt.ylabel('2022 Population', fontsize = 16) 

plt.bar(x,y) 

plt.show() 

Graphical representation: 

 

1e9 = 1,000,000,000 

The X axis shows the continents of the world whereas the 

Y axis shows the increasing populations of the various 

regions of the world (in millions) 

With just a few lines of code and statistical knowledge we 

can see that the population distribution throughout the 

world is not uniform. Asia having the largest population of 

more than a billion, reaching more than 2 billion, while 

areas such as Oceania have populations of less than 200 

million. 

VI. CONCLUSION 

Thanks to the vast scale of Statistics, the application of 

statistics is not limited to only these methods. The methods 

discussed here are merely a tip of the iceberg in the vast 

ocean that is statistics. Mean and deviance, regression, 

adoption in machine learning are just some of the many 

concepts where Statistics can be applied. The future is 

bright as the adoption of Artificial Intelligence and its 

subset, Machine Learning is being adopted rapidly in nearly 
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every application available. And the core foundation of 

these concepts is none other than Statistics. 

REFERENCES 

[1] Application Of Statistics In Engineering Technology 

Programs by Wei Zhan, Texas A&M University, USA 

Rainer Fink, Texas A&M University, USA Alex Fang, 

Texas A&M University, USA 

[2] Seldon Blog Machine Learning Regression Explained 

[3] Machine Learning – Regression by Haidara SALEH 

[4] Practical application of regression analysis to study 

load parameters of mine excavator equipment by V S 

Velikanov, N V Dyorina, E I Rabina and T Yu 

Zalavina  

[5] Application of Statistical Methods in Software 

Engineering: Theory and Practice by Tassio Sirqueira, 

Marcos Miguel, Humberto Dalpra, Marco Antônio 

Araújo, and José Maria David  

[6] An alternative method to north-west corner method for 

solving transportation problem by Neetu M Sharma, 

Ashok P Bhadane 

[7] Matplotlib 3.7.1 documentation by John D. Hunter 

[8] Statistics by Robert S White and John S White 

[9] World Population Dataset by Sourav Bannerjee 

https://scholar.google.com/scholar?cluster=17215758661573805538&hl=en&oi=scholarr
https://scholar.google.com/scholar?cluster=17215758661573805538&hl=en&oi=scholarr

