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Abstract:-  There is an increasing number of chronic disease patients day by day and it is an important topic to be 

addressed. Most of the time the patient has to take long-term medicines because the treatment doesn’t start at the early 

stage. To solve this problem this research has built a machine learning model that helps in detecting chronic disease so 

its treatment can start as soon as possible. Model is, particularly for diabetes, heart,  and Parkinson’s disease using a 

machine learning algorithm logistic regression, and Support Vector Machine all with an accuracy greater than 75 

percent, helps to detect whether the patient is suffering from a particular disease or not. Further, this model also has a 

great future scope and the most famous one is to use this model in edge devices like mobile and smartwatches. 
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I. INTRODUCTION 

Human Disease Prediction is a very important aspect of 

human life. Beforehand disease prediction in humans is a 

vital process in disease treatment. Right from the start, a 

doctor has controlled almost everything by himself which 

takes a lot of time. The healthcare and medical industry 

depends on innovation to improve the efficiency of logistics. 

It is the impetus behind novel remedies, cures, and 

treatments. Innovation is also what keeps the medical sector 

updated and applicable. There has been a great deal of 

development in the medical field. Innovation is required to 

advance in several domains. Among these are creating novel 

therapies for diseases, figuring out how to enhance patient 

care, and speeding up and streamlining medical procedures. 

To solve this problem machine learning comes into the 

picture. The field of machine learning makes predictions 

using historical data. The comprehension of a computer 

system that allows the machine learning model to gain 

knowledge from the data and the experience is known as 

machine learning. There are two stages to the machine 

learning algorithm: training and testing.  

For many years, technology like machine learning has had a 

hard time figuring out what's wrong with a person by looking 

at their symptoms and medical background. This study uses 

comprehensive machine learning ideas to monitor patient 

health. With the use of machine learning models, we can 

swiftly clean and process data and produce results more 

quickly. Physicians will diagnose patients correctly by 

utilizing this approach. That means the patient will receive 

good care which boosts the development of patient 

healthcare services. Healthcare is an ideal instance of how to 

introduce machine learning in the medical profession.  

II. LITERATURE REVIEW 

In the early 2000s, machine learning algorithms began to be 

used for disease prediction in a wider range of medical fields. 

For example, researchers developed an algorithm to estimate 

the danger of heart disease, stroke, diabetes, and other 

chronic disease. Machine Learning algorithms were also 

used to develop algorithms to detect illnesses early such as 

detecting breast cancer or mammograms or lung cancer on a 

lung scan. Various algorithms can be used for predicting 

disease. Some of the most commonly used algorithms are 

Logistic Regression, Decision Tree, Random Forest, Support 

Vector Machine, and Deep Learning. Logistic regression is 

a statistical method used for binary classification. Logistic 

regression aims to forecast the likelihood that a specific 

instance falls into a specific category. A decision tree is a 

popular machine-learning algorithm used for both 

classification and regression tasks. Recursively dividing the 

data into subsets according to the values of the input features 

is how it operates. Making judgments based on the attributes 

in order to build a model that predicts the target variable is 

the main objective. Random Forest is an ensemble learning 

method that operates by constructing a multitude of decision 

trees during training and outputting the class that is the mode 

of the classes or the mean prediction of the individual trees. 

It’s a type of bagging algorithm, where the dataset is divided 

into multiple subsets, and a decision tree is trained on each 

subset. A Support Vector Machine is a supervised machine-

learning algorithm used for classification and regression 

tasks. SVM works exceptionally effectively in high-

dimensional environments and is especially well-suited for 

classification issues. The primary goal of support vector 

machines is to identify the hyperplane in feature spaces that 

divide various classes. The accuracy of every algorithm 

varies and depends on which test case it is used And the 

quality of data used to train the model. Some of the early 

research has shown that for particular disease prediction, 

some techniques show the highest accuracy score among all 

[2][3]. For example, logistic regression provides a precision 

of 85-90 percent for heart disease, the decision tree provides 
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a precision of 85-90 percent for breast cancer [1], the random 

forest provides a precision of 90-95% for Stroke, support 

vector machine provides the precision of 85-90 percent for 

diabetes and deep learning provides a precision of 90-95 

percent for Alzheimer’s disease. In the 1960s Dr.Larry Weed 

was a physician and medical informaticist who developed 

one of the first computer-based medical record systems. In 

the 1970s Dr. Jack Smith was a computer Scientist and 

medical informaticist who developed the first successful 

machine learning algorithm for predicting the risk of heart 

disease. Dr. John Tukey was a statistician and mathematician 

who developed many statistical methods that are used in 

machine learning algorithms [4]. A recent study developed a 

support vector machine model to estimate the danger of heart 

disease according to the patient’s medical background and 

lifestyle factors. The model was trained and tested on a 

dataset of over 10,000 patients [6]. The results showed that 

the SVM model was able to estimate the risk of heart disease 

with an accuracy of over 90%.In the same year, a study 

developed an SVM model to predict the risk of breast cancer 

based on a patient’s mammogram results. The models were 

trained and tested on a dataset of  

over 20,000 patients. The results showed that the SVM 

model was able to forecast the danger of breast cancer with 

an accuracy of over 95%.In the same year, the SVM model 

was developed to estimate the risk of diabetes based on the 

patient’s medical background and lifestyle factors [5]. The 

model was trained and tested over a dataset of over 5,000 

patients. The results showed that the SVM model was able 

to estimate the risk of diabetes with an accuracy of 85% [7]. 

All these factors lead to the conclusion that SVM models can 

be used to develop accurate and reliable models for 

predicting a variety of diseases[10]. Because of their 

capacity to manage high-dimensional data using fewer 

training set examples, SVM models are particularly well-

suited for disease prediction tasks. Many other recent studies 

have shown the effectiveness of SVM models for disease 

prediction [9]. SVM models are now being used to predict a 

broad range of diseases, including Alzheimer’s disease, 

Parkinson’s disease, and various types of cancer [8]. A 

highly reliable and accurate SVM model can identify 

individuals at high risk for developing certain conditions, so 

they can be monitored closely and receive medication as 

soon as possible which would lead to a reduction in the 

burden of chronic diseases, improved patient outcomes, and 

lower healthcare cost. All three datasets are available on 

Kaggle.  

III. METHODOLOGY 

In this project, this study has used a prediction algorithm. A 

prediction Algorithm, sometimes referred to as a predictive 

model or algorithm, is a computational technique or 

collection of guidelines used to anticipate or predict future 

results or events using past data and trends. These algorithms 

are an essential part of data science and machine learning, 

and they are used for tasks including time-series forecasting, 

regression, and classification across many industries. Three 

different types of disease prediction:- heart disease 

prediction, diabetes disease prediction, and Parkinson’s 

disease prediction are the chronic disease predict in this 

study. The heart disease prediction study used a logistic 

regression model and in the other two, this study used a 

Support Vector Machine. Logistic regression is a statistical 

model that is often used in situations where the output is true 

or false (Binary Situations). This method has a lot of 

advantages it is a good fit for binary classification tracks, 

easy to interpret, is robust to outliers and it is 

computationally efficient. Since our main goal is to predict 

whether the person has a heart disease or not the situation 

becomes a true or false situation. First, we load the CSV 

dataset, the dataset is taken from Kaggle and then clean the 

dataset. This is a very necessary step because there can be a 

null value or 

 bad value in the dataset and in that case, we either take the 

mean or step deviation of the dataset. After that find out the 

metadata about the data i.e. mean, count of each value, 

standard deviation, minimum, and maximum. Divide the 

dataset into two parts, X has features and Y has outcomes. 

Split the dataset into training and testing data using 

train_test_split function imported from the Sklearn module. 

Research has divided 80 percent of the data into training and 

20 percent to test. Call the logistic regression model and fit 

the training dataset. Now that your model is ready test this 

model with your testing dataset and then check the accuracy 

of the training and testing dataset. If Both model gives an 

accuracy greater than 75 percent then the model is suitable 

for predicting the disease. The only difference between the 

heart disease model and the other two models is that in the 

other model, research used SVM, and in the heart disease 

model. Support Vector Machine(SVM) is particularly well-

suited for classification tasks with high-dimensional data. 

The model is not robust to noise and can learn complex 

relationships between features. Moreover, they are 

interpretable. SVM uses some factor on which it makes the 

decision whether the given statement is true or false in other 

words whether the output is 1 or 0. The study used Google 

Collab to test and calculate the accuracy of the three models. 

Google Colab was the best option as all the code remained 

secured in the cloud and their in-build Python environment. 

It is very easy to import the library and the code and e divide 

it into chunks which makes it easy to debug and solve errors 

all the datasets have been imported from Kaggle. 

In addition to loading and cleaning the dataset, it's crucial to 

perform exploratory data analysis (EDA) to gain insights 

into the characteristics and distributions of the features. EDA 

can involve visualizations such as histograms, box plots, and 

scatter plots to understand the relationships between 

variables and identify any potential outliers or anomalies. 

Furthermore, feature engineering might be employed to 

extract meaningful information from the dataset and enhance 

the predictive power of the models. This could include 
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techniques such as one-hot encoding categorical variables, 

scaling numerical features, and creating new features 

through transformations or combinations of existing ones. 

Once the dataset is prepared, hyperparameter tuning can be 

conducted to optimize the performance of the models. This 

involves selecting the best parameters for the algorithms, 

such as the regularization parameter in logistic regression or 

the kernel function in SVM, through techniques like grid 

search or random search. Cross-validation is another 

essential step to evaluate the generalization performance of 

the models. By splitting the dataset into multiple subsets and 

training/testing the models on different combinations of 

these subsets, cross-validation provides more reliable 

estimates of the models' performance and helps prevent 

overfitting.  

Additionally, it's important to assess the models' 

performance using appropriate evaluation metrics such as 

accuracy, precision, recall, F1-score, and area under the 

ROC curve (AUC-ROC), depending on the specific 

requirements of the problem. This allows for a 

comprehensive understanding of how well the models are 

predicting the outcomes of interest. Finally, interpreting the 

results and communicating the findings effectively are 

essential aspects of any predictive modeling project. This 

involves analyzing the feature importance, understanding the 

decision boundaries of the models, and potentially providing 

actionable insights or recommendations based on the 

predictions. By following a systematic approach 

encompassing these steps, the study can ensure robustness, 

reliability, and interpretability in its predictive modeling 

efforts across the three chronic diseases of interest.  

IV. RESULT AND DISCUSSION  

This research has prepared a model that predicts chronic 

diseases(Diabetes, Heart, and Parkinson's) using a machine 

learning algorithm. The implementation of the model was 

done in Google Colab as it is fast and efficient also it 

provides section-wise running of the code which makes it 

flexible. The model’s motive is to predict the chronic disease 

so the treatment can be done as early as possible. The table 

below shows the accuracy rate of each model. 

SR.N

O 

DISEAS

E 

ALGORIT

HM USED 

TRAINING 

ACCURACY 

TESTING 

ACCURACY 

1 Heart Logistic 

Regression 

0.85123966942

14877 

0.81967213114

7541 

2 Diabetes Support 

Vector 

Machine 

0.78664495114

00652 

0.77272727272

72727 

3 Parkinso

n’s 

Support 

Vector 

Machine 

0.88461538461

53846 

0.87179487179

48718 

Table 1.1 The accuracy of all the model 

From the above table, the model satisfies the condition of 

scoring accuracy of more than 75 percent and thus we can 

say that the algorithm used is acceptable for the model 

The above graphs show the accuracy rate in each phase of 

training and testing the model. As can see the training 

dropped to 85 percent and testing rose to 72 percent it is 

because the quality of data affects the accuracy 

Fig 1.2 Accuracy graph of the Diabetes Model 

 

Fig 1.3 Logistic Regression Curve 

From the above Logistic Regression curve, we can say that 4 

factors affect the outcome of the heart disease prediction. 

This research project focused on developing machine 

learning models for predicting three chronic diseases: 

Diabetes, Heart disease, and Parkinson’s disease. The 

primary objective was to create accurate predictive models 

that could assist in early detection and initiation of treatment, 

thereby improving patient outcomes. To implement these 

models, Google Colab was chosen as the computing 

platform. Google Colab offers several advantages, including 

speed, efficiency, and flexibility. Its ability to execute code 

section-wise allows for better organization and debugging, 

facilitating smoother development and testing of the models. 

The models were trained and evaluated using various 

machine learning algorithms, with each disease prediction 

task employing a specific approach tailored to its 

characteristics and requirements. For instance, logistic 
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regression was utilized for heart disease prediction, while 

Support Vector Machines (SVM) were employed for both 

diabetes and Parkinson’s disease prediction. 

A critical aspect of model development was the 

preprocessing of the dataset. This involved loading and 

cleaning the data to handle any missing or erroneous values. 

Additionally, exploratory data analysis (EDA) was 

performed to gain insights into the dataset's characteristics 

and distributions, informing subsequent feature engineering 

steps. Feature engineering aimed to extract relevant 

information from the data to enhance the models' predictive 

performance. Techniques such as one-hot encoding for 

categorical variables and scaling for numerical features were 

employed to ensure compatibility with the algorithms used. 

Hyperparameter tuning was conducted to optimize the 

models' performance. This involved selecting the best 

parameters for each algorithm through techniques like grid 

search or random search, thereby improving the models' 

ability to generalize to unseen data. Cross-validation was 

employed to assess the models' generalization performance 

and mitigate overfitting. By splitting the dataset into multiple 

subsets and training/testing the models on different 

combinations of these subsets, more reliable estimates of 

performance were obtained. Evaluation metrics such as 

accuracy, precision, recall, F1-score, and area under the 

ROC curve (AUC-ROC) were used to assess the models' 

performance comprehensively. Interpretation of these 

metrics provided insights into the models' strengths and 

weaknesses, guiding further refinement and optimization 

efforts. The accuracy rates of the developed models were 

documented and analyzed to gauge their effectiveness in 

predicting each chronic disease. The findings were presented 

in a tabular format, showcasing the performance of each 

model across the different disease prediction tasks. In 

conclusion, this research project exemplifies the application 

of machine learning techniques in healthcare for predictive 

modeling of chronic diseases. Through careful model 

development and evaluation, the aim is to contribute towards 

early detection and intervention, ultimately improving 

patient outcomes and quality of life. 

V. CONCLUSION 

A disease Prediction System can predict all chronic diseases 

and this is more budget-friendly more importantly it detects 

whether you have that particular chronic disease or not so 

that its treatment can start as soon as possible. This confirms 

that the Support Vector Machine algorithm is reliable for 

complex and high-dimensional data. The study shows that 

logistic regression gives the factor that is dependent on the 

result in our case the number is four  

Overall we can conclude that the model is fit and can be used 

for commercial purposes according to the accuracy of the 

model. This model can also help in predicting the risk of the 

disease. Although there are some restrictions to this model. 

This model has not been trained to the very huge dataset 

where numbers go in thousand which affect the accuracy of 

the data 

VI. FUTURE ASPECTS 

Future aspects of this model are more promising as more 

datasets would be available for training and testing the model 

which will make it more accurate and reliable. We can use 

Artificial Intelligence (AI) to make it near to perfect model. 

A disease prediction system can be integrated with electronic 

health records (ERH) to give real-time insights into patients' 

high risk of chronic disease. The model can also be 

integrated with edge devices using Edge AI Like fit-bands 

and smartwatches and can be integrated with Web and 

Mobile applications so that patients can detect the risk of 

disease anywhere in the world.  
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