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Abstract: - Music is a universal language that profoundly influences human emotions. In the culturally rich landscape of 

India, music encompasses a wide array of genres, each capable of evoking diverse emotional responses. This research 

paper explores the application of Artificial Intelligence (AI) for automatic mood classification in Indian popular music. 

We delve into the unique challenges posed by the distinct melodic, rhythmic, and cultural characteristics of Indian music. 

Our methodology involves curating a comprehensive dataset of Indian popular music annotated with mood labels and 

extracting relevant features such as raga, tala, and timbre. We employ a range of AI techniques, including traditional 

machine learning models and advanced deep learning architectures, to classify the moods of music tracks. The 

performance of these models is evaluated using metrics like accuracy, precision, recall, and F1-score. 

The results demonstrate that AI, particularly deep learning, significantly enhances the accuracy of mood classification 

in Indian music. Our findings highlight the importance of incorporating culturally specific features and leveraging hybrid 

AI models to effectively capture the nuances of Indian music. 

This research underscores the potential of AI in revolutionizing music recommendation systems, therapeutic music 

applications, and automated DJ services. By integrating AI-powered mood classification, we pave the way for more 

personalized and culturally relevant music experiences. Future work will focus on real-time mood classification, multi-

modal analysis, and extending the approach to other cultural music traditions. 

Keywords — AI-Powered Mood Classification, Indian Popular Music, Machine Learning, Deep Learning, Music Emotion 

Recognition

I. INTRODUCTION 

Music has always been an integral part of human life, serving 

as a medium to express emotions, tell stories, and bring 

people together. In the diverse cultural tapestry of India, 

music holds a special place, reflecting the country's rich 

heritage and multifaceted traditions[1]. From Bollywood hits 

to classical ragas, Indian music spans a broad spectrum of 

genres and styles, each capable of evoking a wide array of 

emotional responses. Understanding and categorizing these 

emotions is not only fascinating from a cultural perspective 

but also essential for various technological applications. 

The advent of Artificial Intelligence (AI) has opened new 

avenues for exploring and analysing music[2], [3]. One such 

promising application is the automatic classification of 

music based on mood. Mood classification can significantly 

enhance user experience in music streaming services, enable 

the creation of therapeutic playlists, and support automated 

DJ systems, among other uses. While mood classification has 

been extensively studied in the context of Western music, 

Indian music presents unique challenges and opportunities 

due to its distinct melodic structures, rhythmic patterns, and 

cultural nuances[4]. 

This research paper aims to bridge this gap by exploring AI-

driven techniques for mood classification in Indian popular 

music. We will delve into the specific characteristics of 

Indian music that influence mood, such as raga (melodic 

framework), tala (rhythmic cycle), and instrumentation. 

Additionally, we will investigate the role of lyrics and 

cultural context in shaping the emotional impact of music. 

 

1. Background 

The field of music emotion recognition (MER) has gained 

significant traction with advancements in AI and machine 

learning. Western music has been the primary focus, with 

numerous studies utilizing features like tempo, rhythm, 

pitch, and timbre to classify emotions. Traditional machine 

learning algorithms, including Support Vector Machines 

(SVM), k-Nearest Neighbors (k-NN), and Random Forests, 

have been employed alongside deep learning techniques 

such as Convolutional Neural Networks (CNN) and 

Recurrent Neural Networks (RNN)[4], [5], [6]. 
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However, applying these methods to Indian music is not 

straightforward. Indian music's unique elements, including 

raga and tala, demand specialized feature extraction and 

analysis techniques. Ragas, for example, are intricate 

melodic frameworks that evoke specific moods and are 

central to Indian classical music. Similarly, tala provides the 

rhythmic foundation, influencing the overall feel of a 

musical piece. Furthermore, the diverse instrumentation and 

the significant role of lyrics in conveying emotions add 

layers of complexity to mood classification in Indian music. 

Despite these challenges, recent research has begun to 

address the mood classification of Indian music. Studies 

have explored various machine learning models and feature 

extraction methods tailored to Indian music's unique 

characteristics. However, comprehensive approaches that 

integrate traditional and deep learning models to capture the 

full spectrum of features in Indian music are still emerging. 

This paper builds on this foundation, proposing a robust 

framework for AI-driven mood classification in Indian 

popular music. By leveraging both traditional machine 

learning and deep learning techniques, we aim to develop 

models that effectively capture the intricate features of 

Indian music and accurately classify its moods[7]. 

2. Objectives 

The primary objectives of this research are: 

1. To curate a comprehensive dataset of Indian 

popular music annotated with mood labels. 

2. To extract relevant features from the music, 

considering melodic, rhythmic, timbral, and 

cultural aspects. 

3. To develop and compare various AI models for 

mood classification, including machine learning 

and deep learning approaches. 

4. To evaluate the performance of these models using 

appropriate metrics. 

5. To explore the potential applications of AI-powered 

mood classification in enhancing music 

recommendation systems, therapeutic music 

playlists, and automated DJ services. 

By achieving these objectives, this research aims to 

contribute to the broader field of music emotion recognition 

and pave the way for innovative applications that enhance 

how we experience and interact with music. 

In summary, this paper explores the intersection of AI and 

Indian music, aiming to develop robust models for automatic 

mood classification. By addressing the unique challenges 

posed by the complexity and cultural richness of Indian 

music, we seek to contribute to the broader field of music 

emotion recognition and pave the way for innovative 

applications that enhance how we experience and interact 

with music[6]. 

II. LITERATURE SURVEY 

The literature survey delves into the evolving research on 

mood classification in music, emphasizing the application of 

Artificial Intelligence (AI) techniques. This section reviews 

foundational work on emotion recognition in music, 

advancements in machine learning methods, and specific 

studies addressing the challenges and innovations in mood 

classification for Indian music. 

Emotion Recognition in Music 

Emotion recognition in music has been a focal point of 

research, initially concentrated on Western music genres. 

Early approaches relied heavily on basic acoustic features to 

determine emotional content. 

 Eerola et al. (2010) provided a comprehensive 

framework for emotion recognition, categorizing 

emotions into basic classes such as happiness, 

sadness, and anger. They emphasized the role of 

tempo and rhythm as significant predictors of 

emotional content in music, laying the groundwork 

for subsequent studies[8]. 

 Schmidt et al. (2014) expanded this research by 

incorporating advanced feature extraction 

techniques. They utilized spectral and timbral 

features to improve emotion classification 

accuracy, leveraging traditional machine learning 

algorithms such as Support Vector Machines 

(SVM) and k-Nearest Neighbors (k-NN)[9]. 

 Lee and Slaney (2014) introduced Convolutional 

Neural Networks (CNN) into emotion recognition, 

highlighting their ability to learn complex patterns 

from audio features. Their study demonstrated that 

deep learning models could capture subtle 

emotional nuances that traditional methods often 

missed[10]. 

Recent advancements have focused on refining these 

approaches and integrating additional features. 

 Yang et al. (2021) investigated the integration of 

audio and visual data for emotion recognition, 

showing that multi-modal approaches can enhance 

classification accuracy by providing a more 

comprehensive understanding of emotional 

context[11]. 

 Li et al. (2022) explored the use of Transformer-

based models for emotion recognition, leveraging 

self-attention mechanisms to capture long-range 

dependencies in music sequences. Their work 

represents a significant step forward in improving 

the performance of mood classification 

systems[12]. 

Machine Learning Methods for Mood Classification 

Machine learning methods have evolved from basic 

algorithms to more sophisticated techniques, enhancing the 

accuracy and reliability of mood classification. 

 Tzanetakis and Cook (2002) employed traditional 

machine learning models, such as SVM and 

Random Forests, to classify music by genre and 

mood[13]. Their research laid the foundation for 

applying machine learning techniques to mood 

classification. 
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 Kim et al. (2016) applied deep learning techniques, 

specifically Recurrent Neural Networks (RNN) and 

Long Short-Term Memory (LSTM) networks, to 

capture temporal dependencies in music[14]. Their 

work demonstrated that deep learning models could 

significantly improve mood classification by 

considering the sequential nature of musical data. 

 Jiang et al. (2020) proposed hybrid models that 

combine CNN and LSTM networks. By integrating 

both spatial and temporal features, their approach 

achieved enhanced performance in mood 

classification tasks[15]. 

Recent developments in machine learning have continued to 

push the boundaries of mood classification. 

 Zhang et al. (2023) introduced the use of Graph 

Neural Networks (GNN) for music analysis. Their 

study highlighted the potential of GNNs to model 

complex relationships between musical elements 

and improve mood classification accuracy[16], 

[17]. 

 Wang et al. (2023) explored the application of self-

supervised learning techniques for mood 

classification, demonstrating how unsupervised 

pre-training can enhance model performance in 

scenarios with limited labelled data[18]. 

Mood Classification in Indian Music 

Research on mood classification in Indian music is growing, 

with studies addressing the unique characteristics and 

challenges of this genre. 

 Bansal et al. (2018) explored machine learning 

models for classifying Indian classical music based 

on ragas. Their study emphasized the importance of 

melodic and rhythmic features, proposing 

specialized feature extraction methods tailored to 

the intricacies of Indian music[19]. 

 Chakraborty et al. (2019) investigated mood 

classification in Bollywood music, a popular genre 

that blends traditional and modern elements. Their 

approach combined acoustic features with lyrics 

sentiment analysis, highlighting the impact of 

lyrical content on mood classification[20]. 

 Sharma and Sinha (2021) examined fusion genres 

that merge Indian classical and contemporary 

styles. They applied deep learning models to 

classify moods, addressing the need for hybrid 

approaches that can adapt to the diverse nature of 

Indian music[21]. 

Recent research has further advanced the field by 

incorporating culturally specific elements and multi-modal 

analysis. 

 Patel et al. (2022) developed a multi-modal 

approach that integrates audio features with textual 

data from lyrics and metadata. Their study 

demonstrated that combining these modalities can 

enhance the accuracy of mood classification in 

Indian music[22]. 

 Deshpande et al. (2023) proposed an advanced 

feature extraction technique that incorporates the 

complex structures of raga and tala. Their work 

addressed the challenges of representing these 

elements in a computational framework and 

achieved significant improvements in mood 

classification performance[2], [23], [24]. 

4. Challenges and Advancements 

The classification of moods in Indian music faces several 

challenges, including the diversity of musical styles, regional 

variations, and subjective nature of emotional perception. 

 Cultural Nuances: Indian music's cultural context 

plays a crucial role in mood perception. Rao et al. 

(2020) discussed the impact of cultural differences 

on emotion recognition and emphasized the need 

for culturally sensitive models that can account for 

these nuances[25]. 

 Complexity of Features: The intricate structures of 

raga and tala add complexity to feature extraction. 

Deshpande et al. (2022) proposed advanced 

techniques for capturing these elements, improving 

the effectiveness of mood classification 

models[24]. 

 Integration of Modalities: Recent advancements 

include integrating audio features with textual and 

visual data. Singh et al. (2023) explored multi-

modal approaches that combine acoustic and lyrical 

features, demonstrating how these integrations can 

enhance mood classification performance[1]. 

Conclusion of Literature Survey 

The literature survey highlights significant progress in mood 

classification for Western music and provides insights into 

the emerging research on Indian music. While traditional 

machine learning and deep learning techniques have shown 

promise, the unique characteristics of Indian music require 

specialized approaches. This research aims to build upon 

existing studies by integrating culturally relevant features 

and advanced AI models to achieve accurate mood 

classification in Indian popular music. By addressing the 

unique challenges posed by the complexity and cultural 

richness of Indian music, this study seeks to contribute to the 

broader field of music emotion recognition and pave the way 

for innovative applications that enhance how we experience 

and interact with music[26], [27]. 

III. EXPERIMENTAL SETUP AND 

METHODOLOGY 

This section details the experimental setup and methodology 

employed for automatic mood classification in Indian 

popular music using AI techniques. It covers the dataset 

collection, feature extraction processes, AI model 

development, and evaluation strategies. The aim is to provide 
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a clear, comprehensive view of how the experiments were 

conducted to achieve accurate mood classification[28]. 

A. Dataset Collection 

1. Data Sources: 

o Music Genres: The dataset comprises a 

diverse range of Indian popular music 

genres, including Bollywood, classical 

fusion, indie pop, and folk. This diversity 

ensures that the models are exposed to 

various musical styles and emotional 

expressions. 

o Tracks and Annotations: A total of 5,000 

music tracks were collected from online 

music libraries and archives. Each track is 

annotated with mood labels such as happy, 

sad, angry, calm, and energetic. The 

annotations were provided by music 

experts and verified through a consensus 

process to ensure accuracy. 

2. Data Preprocessing: 

o Audio Processing: Tracks were converted 

to a consistent audio format (e.g., WAV) 

and sampled at a uniform rate (e.g., 44.1 

kHz). This standardization ensures that the 

audio data is compatible with the feature 

extraction and model training processes. 

o Segmentation: Each track was segmented 

into 30-second clips to facilitate 

manageable processing and to capture 

representative features of the music. 

Segmentation also helps in balancing the 

dataset by creating equal-sized 

samples[29], [30]. 

B. Feature Extraction 

1. Acoustic Features: 

o Melodic Features: Pitch, scale (raga), and 

melodic contour were extracted using 

techniques like pitch tracking and chroma 

features. These features are crucial for 

capturing the melodic structure of Indian 

music. 

o Rhythmic Features: Tempo, beat, and 

rhythmic patterns (tala) were analyzed 

using beat tracking and rhythm analysis 

tools. Indian music's intricate rhythmic 

cycles are essential for accurate mood 

classification. 

o Timbre Features: Features such as 

spectral centroid, spectral bandwidth, and 

Mel-frequency cepstral coefficients 

(MFCCs) were computed to capture the 

texture and quality of the sound. 

2. Cultural Features: 

o Lyrics Analysis: Sentiment analysis was 

applied to the lyrics of each track using 

Natural Language Processing (NLP) 

techniques. This analysis provides 

additional context for mood classification 

by examining the emotional content of the 

lyrics. 

o Contextual Annotations: Additional 

metadata, including the artist's intent, 

genre-specific information, and historical 

context, were considered to enhance 

feature representation. 

 

3. Feature Fusion: 

o Combination of Features: Acoustic and 

cultural features were combined into a 

unified feature vector. This fusion allows 

the models to leverage a comprehensive 

set of attributes for mood 

classification[31]. 

C. AI Model Development 

1. Machine Learning Models: 

o Support Vector Machines (SVM): 

SVMs were employed for their 

effectiveness in classification tasks. The 

models were trained using a combination 

of linear and radial basis function (RBF) 

kernels to handle non-linear relationships 

in the feature space. 

o Random Forests: Random Forests were 

used for their robustness and ability to 

handle large feature sets. The ensemble 

method aggregates predictions from 

multiple decision trees to improve 

accuracy[27], [29]. 

2. Deep Learning Models: 

o Convolutional Neural Networks (CNN): 

CNNs were applied to analyze 

spectrograms generated from the audio 

clips. CNNs excel at extracting spatial 

features from spectrogram images, which 

are crucial for identifying mood-related 

patterns. 

o Recurrent Neural Networks (RNN): 

RNNs, particularly Long Short-Term 

Memory (LSTM) networks, were used to 

capture temporal dependencies in music 

sequences. LSTMs are effective at 

modelling the sequential nature of musical 

data[10], [12]. 

o Hybrid Models: Hybrid models 

combining CNN and LSTM architectures 

were developed to leverage both spatial 

and temporal features. These models aim 

to enhance mood classification accuracy 

by integrating diverse aspects of the 

music. 
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3. Model Training and Optimization: 

o Training: Models were trained using a 

training set (70% of the dataset) and 

validated using a validation set (15%). The 

remaining 15% of the data was reserved 

for testing. 

o Hyperparameter Tuning: Grid search 

and random search techniques were used 

to optimize hyperparameters for each 

model, including learning rate, batch size, 

and number of layers. 

o Regularization: Techniques such as 

dropout and weight decay were employed 

to prevent overfitting and ensure 

generalization[19], [24]. 

D. Evaluation 

1. Evaluation Metrics: 

o Accuracy: The proportion of correctly 

classified instances over the total number 

of instances. 

o Precision, Recall, and F1-Score: Metrics 

that provide insight into the model’s 

performance across different mood 

categories. Precision measures the 

accuracy of positive predictions, recall 

assesses the ability to identify all relevant 

instances, and F1-score balances precision 

and recall. 

o Confusion Matrix: A confusion matrix 

was used to visualize classification 

performance and identify any 

misclassifications among different mood 

categories[30], [32]. 

2. Cross-Validation: 

o K-Fold Cross-Validation: K-fold cross-

validation was employed to ensure robust 

evaluation. The dataset was divided into k 

subsets, with each subset serving as a 

validation set while the remaining subsets 

were used for training. This process was 

repeated k times to obtain reliable 

performance metrics. 

3. Error Analysis: 

o Misclassification Analysis: Detailed 

analysis of misclassified instances was 

conducted to identify patterns or 

commonalities. This analysis helps in 

understanding the limitations of the 

models and guiding further improvements. 

E. Experimental Setup 

1. Hardware and Software: 

o Hardware: Experiments were conducted 

using high-performance computing 

resources, including GPUs for training 

deep learning models. The hardware setup 

ensures efficient processing and model 

training. 

o Software: The experiments utilized 

libraries and frameworks such as 

TensorFlow, Keras, and Scikit-Learn for 

model development and evaluation. Audio 

processing and feature extraction were 

performed using libraries like LibROSA 

and Essentia. 

2. Implementation Details: 

o Data Pipeline: A robust data pipeline was 

implemented to handle data preprocessing, 

feature extraction, and model training. 

This pipeline ensures consistency and 

efficiency throughout the experimental 

process. 

o Version Control: All code and model 

configurations were managed using 

version control systems to ensure 

reproducibility and track changes 

throughout the research[3], [33]. 

3. Conclusion 

The experimental setup and methodology described above 

provide a comprehensive framework for automatic mood 

classification in Indian popular music using AI techniques. 

By carefully curating the dataset, extracting relevant 

features, and employing advanced machine learning and 

deep learning models, this research aims to achieve accurate 

and culturally relevant mood classification. The detailed 

evaluation process ensures that the models' performance is 

rigorously assessed, leading to meaningful insights and 

potential applications in music technology[5], [7], [34], [35], 

[36]. 

IV. RESULTS AND ANALYSIS 

This section provides an in-depth analysis of the 

experimental results for automatic mood classification in 

Indian popular music using AI techniques. The results are 

presented in tables and figures, detailing the performance of 

various models, feature importance, and error analysis. 

A. Model Performance 

1. Performance Metrics 

The following table summarizes the performance metrics of 

different models used for mood classification. Metrics 

include accuracy, precision, recall, and F1-score for each 

mood category. 

Table 1: Performance Metrics of Different Models 

Model 
Accuracy 

(%) 
Mood 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

  Happy 90.2 88.5 89.3 

SVM 76 Sad 72.0 74.8 73.4 

  Angry 65.3 60.5 62.8 

  Calm 78.9 76.0 77.4 

  Energetic 68.4 71.2 69.8 

  Overall 76.0 70.4 72.8 
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Model 
Accuracy 

(%) 
Mood 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

  Happy 91.4 89.8 90.6 

Random 

Forest 
80 Sad 75.6 76.5 76.0 

  Angry 70.5 67.9 69.2 

  Calm 82.4 80.2 81.3 

  Energetic 75.0 74.5 74.7 

  Overall 80.0 77.1 77.5 

  Happy 94.0 91.5 92.7 

CNN 85 Sad 81.0 79.8 80.4 

  Angry 76.2 73.1 74.6 

  Calm 86.5 84.3 85.4 

  Energetic 78.9 80.7 79.8 

  Overall 85.0 82.5 82.7 

  Happy 96.2 93.8 95.0 

RNN 

(LSTM) 
82 Sad 77.5 75.9 76.7 

  Angry 72.8 70.2 71.5 

  Calm 84.0 81.0 82.4 

  Energetic 76.5 74.8 75.6 

  Overall 82.0 76.9 76.9 

  Happy 97.0 95.5 96.2 

CNN + 

LSTM 
88 Sad 84.5 83.2 83.8 

  Angry 80.5 78.0 79.3 

  Calm 90.2 87.5 88.7 

  Energetic 82.8 80.7 81.7 

  Overall 88.0 82.5 82.4 

 

Figure 1: Performance Comparison of Different Models 

 
Figure 1: Bar chart comparing the accuracy of SVM, 

Random Forest, CNN, RNN (LSTM), and CNN + LSTM 

models. 

 

B. Feature Importance 

1. Acoustic Features 

The following table illustrates the importance of different 

acoustic features for mood classification, based on feature 

importance scores derived from the Random Forest model. 

 

Table 2: Importance of Acoustic Features 

Feature Importance Score (%) 

Melodic Pitch 25.6 

Scale (Raga) 22.1 

Tempo 18.5 

Rhythmic Patterns 17.8 

Timbre Features 16.0 

 

Figure 2: Feature Importance for Acoustic Features 

 
Figure 2: Bar chart showing the importance of different 

acoustic features for mood classification. 

2. Cultural Features 

The table below shows the impact of cultural features on 

mood classification, based on their contribution to the overall 

model performance[37]. 

Table 3: Impact of Cultural Features 

Feature Impact on Accuracy (%) 

Lyrics Sentiment 8.5 

Contextual Metadata 6.2 

 

Figure 3: Impact of Cultural Features 



International Journal for Research in Engineering Application & Management (IJREAM) 

ISSN : 2454-9150    Vol-10,  Issue-04, July 2024 

153 | IJREAMV10I04112016                          DOI : 10.35291/2454-9150.2024.0326                    © 2024, IJREAM All Rights Reserved. 

 
Figure 3: Pie chart illustrating the impact of cultural 

features (lyrics sentiment and contextual metadata) on 

classification accuracy. 

C. Error Analysis 

1. Misclassified Instances 

The following table provides a breakdown of misclassified 

instances for each mood category. 

Table 4: Misclassified Instances 

Mood 
Common 

Misclassification 

Percentage 

(%) 

Angry 
Often classified as 

Energetic 
15.4 

Energetic 
Often classified as 

Happy 
12.8 

Happy Often classified as Calm 10.2 

Calm Often classified as Sad 8.7 

 

2. Model Limitations 

Table 5: Model Limitations and Challenges 

Model Limitation Challenge Addressed 

 

SVM 
Difficulty with 

complex patterns 

Limited ability to 

capture intricate 

features 

 

Random Forest Feature overlap issues 
Handling overlapping 

features 

 

CNN 
Lower performance on 

certain moods 

Difficulty with 

rhythmic nuances 

 

RNN (LSTM) 
Limited spatial feature 

extraction 

Struggles with 

complex melodic 

patterns 

 

Model Limitation Challenge Addressed 

 

Hybrid (CNN + 

LSTM) 

Computational 

complexity 

High resource 

requirement 

 

 

D. Comparison of Approaches 

1. Machine Learning vs. Deep Learning 

Table 6: Comparison of Machine Learning and Deep 

Learning Models 

Approach Model 
Accuracy 

(%) 
Key Strengths 

Key 

Weaknesses 

Machine 

Learning 

SVM, 

Random 

Forest 

76 - 80 
Simplicity, 

interpretability 

Limited feature 

handling 

Deep 

Learning 

CNN, 

RNN 

(LSTM), 

CNN + 

LSTM 

82 - 88 

Handling 

complex 

patterns, high 

accuracy 

High 

computational 

cost 

 

2. Impact of Feature Fusion 

Table 7: Effect of Feature Fusion on Classification 

Performance 

Feature Set 
Accuracy 

(%) 

Improvement Over Single 

Features (%) 

Acoustic Features Only 80 4 
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Feature Set 
Accuracy 

(%) 

Improvement Over Single 

Features (%) 

Acoustic + Cultural Features 85 5 

Figure 4: Impact of Feature Fusion 

 
Figure 4: Line graph showing the improvement in accuracy 

with the inclusion of cultural features. 

2. Conclusion 

The results and analysis demonstrate that deep learning 

models, particularly the hybrid CNN + LSTM model, 

achieve superior performance in automatic mood 

classification of Indian popular music. The performance 

metrics show that deep learning models excel in handling 

complex musical patterns and achieving high accuracy 

across various mood categories. Feature importance analysis 

highlights the critical role of both acoustic and cultural 

features. Error analysis reveals areas for improvement and 

provides insights into the challenges faced by different 

models. The comparison of approaches underscores the 

advantages of deep learning over traditional machine 

learning techniques and the benefits of feature fusion in 

enhancing classification accuracy[38]. 

V. CONCLUSION 

The research presented in this paper explores the application 

of AI techniques for automatic mood classification in Indian 

popular music. The study demonstrates that AI models, 

particularly deep learning approaches, can effectively 

capture the complex and diverse musical characteristics 

inherent in Indian music. By integrating acoustic and cultural 

features, our models achieve high accuracy in classifying 

various moods, offering valuable insights for both academic 

research and practical applications in music recommendation 

systems and emotion-aware media. 

 

Summary of Findings 

1. Model Performance: 

o Deep learning models, especially the 

hybrid CNN + LSTM model, significantly 

outperform traditional machine learning 

models in terms of accuracy and 

robustness. The CNN + LSTM model 

achieved the highest accuracy of 88%, 

effectively handling the intricate patterns 

and temporal dependencies in music. 

o Machine learning models like SVM and 

Random Forests provided a good baseline 

but struggled with complex feature 

interactions and overlapping mood 

characteristics. 

2. Feature Importance: 

o Acoustic features such as melodic pitch, 

scale (raga), tempo, rhythmic patterns, and 

timbre were crucial for mood 

classification. Melodic and rhythmic 

features were particularly significant for 

distinguishing moods like "happy" and 

"energetic". 

o The incorporation of cultural features, 

including lyrics sentiment and contextual 

metadata, enhanced the models' 

performance, highlighting the importance 

of integrating musical and cultural context 

in mood classification[17], [39], [40]. 

3. Error Analysis: 

o Misclassification was most prevalent 

between moods with overlapping features, 

such as "angry" and "energetic" or "happy" 

and "calm". These challenges underscore 

the complexity of mood differentiation in 

music. 

o The analysis revealed limitations in 

models’ abilities to capture all nuances of 

Indian music, suggesting areas for further 

improvement and refinement. 

4. Comparison of Approaches: 

o Deep learning approaches demonstrated 

superior capabilities in capturing the 

richness and diversity of Indian music 

compared to traditional machine learning 

models. The hybrid model's ability to 

integrate spatial and temporal features 

proved particularly effective. 

o The impact of feature fusion was evident, 

as combining acoustic and cultural 

features led to a notable improvement in 

classification performance. 

5. Implications and Future Work 

The findings of this research have significant implications 

for the development of intelligent music recommendation 
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systems, emotion-aware applications, and music therapy 

tools. By accurately classifying the mood of Indian popular 

music, these AI models can enhance user experiences, 

providing more personalized and emotionally resonant 

content [41], [42]. 

Future work should focus on several key areas: 

 Enhanced Feature Extraction: Further 

exploration of advanced feature extraction 

techniques, including deep feature learning, to 

better capture the intricate details of Indian music. 

 Expanded Dataset: Incorporating a larger and 

more diverse dataset encompassing various 

regional and folk music genres of India to improve 

the generalizability of the models. 

 Real-time Mood Detection: Developing real-time 

mood detection systems that can adapt to streaming 

music and provide instant mood classification. 

 User-Centric Studies: Conducting user-centric 

studies to evaluate the practical applications of 

these models in real-world scenarios, such as music 

streaming platforms and therapeutic settings[32]. 

In conclusion, this research highlights the potential of AI in 

understanding and classifying the emotional content of 

music, paving the way for innovative applications that can 

enrich cultural and personal experiences. By continuing to 

refine these models and incorporating broader musical and 

cultural contexts, we can move closer to achieving more 

accurate and meaningful mood classification in music[43]. 

VI. FUTURE WORK 

The findings of this research open several avenues for future 

exploration and improvement in the field of automatic mood 

classification in Indian popular music. Future work should 

aim to address the limitations identified in this study and 

leverage emerging technologies and methodologies to 

enhance the accuracy and applicability of mood 

classification systems[44], [45]. 

A. Enhanced Feature Extraction and Integration 

1. Deep Feature Learning: 

o Future research should explore advanced 

deep learning techniques for more 

sophisticated feature extraction. 

Techniques such as autoencoders and deep 

convolutional neural networks (CNNs) 

can be employed to automatically learn 

high-level features from raw audio signals. 

o Investigating transformer-based 

architectures, which have shown success 

in various natural language processing 

(NLP) tasks, could further improve the 

extraction of temporal and contextual 

features in music. 

2. Multimodal Feature Integration: 

o Integrating additional modalities, such as 

visual data from music videos and textual 

data from song lyrics, can provide a richer 

context for mood classification. 

Multimodal learning frameworks can be 

developed to combine these diverse 

sources of information effectively[6]. 

B. Expanded and Diversified Datasets 

1. Inclusion of Diverse Music Genres: 

o Expanding the dataset to include a broader 

range of Indian music genres, such as 

regional folk music, classical music, and 

contemporary fusion genres, will enhance 

the model's ability to generalize across 

different styles and cultural contexts. 

o Collaborating with musicologists and 

cultural experts can ensure the dataset 

accurately represents the diversity and 

richness of Indian music traditions. 

2. Large-Scale Annotated Datasets: 

o Creating larger annotated datasets with 

detailed mood labels will improve the 

training and evaluation of mood 

classification models. Crowdsourcing and 

leveraging community-based platforms 

can facilitate the collection of extensive 

and diverse annotations[46]. 

C. Real-Time Mood Detection and Adaptation 

1. Streaming Music Analysis: 

o Developing systems capable of real-time 

mood detection in streaming music will 

enable dynamic mood classification as 

new songs are played. Techniques such as 

online learning and real-time signal 

processing can be explored for this 

purpose. 

o Implementing efficient and scalable 

algorithms that can process audio data on-

the-fly without compromising accuracy 

will be critical for real-time applications. 

2. Adaptive Systems: 

o Designing adaptive mood classification 

systems that learn and improve over time 

based on user feedback and interaction can 

enhance the personalization and relevance 

of recommendations. Reinforcement 

learning and continuous learning 

frameworks can be employed to achieve 

this adaptability[37]. 

D. User-Centric Evaluation and Applications 

1. User Studies and Feedback: 

o Conducting extensive user studies to 

evaluate the practical applications of mood 

classification models in real-world 

scenarios, such as music streaming 

platforms, therapy sessions, and 

entertainment systems, will provide 
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valuable insights into their usability and 

impact. 

o Gathering user feedback on mood 

classification accuracy and relevance will 

inform iterative improvements and 

refinements of the models. 

2. Personalized Music Recommendations: 

o Developing personalized music 

recommendation systems that leverage 

mood classification to suggest songs based 

on users' current emotional states and 

preferences can enhance user experiences. 

These systems can integrate with existing 

music streaming services and personal 

devices. 

o Exploring the integration of mood 

classification with wearable devices and 

smart home systems can create immersive 

and responsive environments that adapt to 

users' emotions[2]. 

E. Cross-Cultural and Global Perspectives 

1. Cross-Cultural Music Analysis: 

o Extending the research to include mood 

classification in music from different 

cultures and regions beyond India can 

provide a broader understanding of how 

emotions are conveyed through music 

globally. Comparative studies can identify 

commonalities and unique characteristics 

across cultures. 

o Collaborating with international 

researchers and institutions can facilitate 

access to diverse datasets and foster cross-

cultural exchange of knowledge and 

methodologies. 

2. Global Music Platforms: 

o Implementing mood classification models 

on global music platforms can cater to a 

diverse audience, offering mood-based 

recommendations that resonate with users 

from various cultural backgrounds. 

o Ensuring that the models are culturally 

sensitive and adaptable to different 

musical traditions will be crucial for their 

success on a global scale. 

In conclusion, the future work outlined above aims to build 

on the foundations laid by this research, pushing the 

boundaries of automatic mood classification in Indian 

popular music. By embracing advanced technologies, 

expanding datasets, focusing on real-time and user-centric 

applications, and adopting a global perspective, we can 

develop more accurate, adaptable, and culturally aware 

mood classification systems that enrich the music listening 

experience for users worldwide[1], [12], [32], [38]. 
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