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Abstract - This paper provides a comparative analysis of Marathi text documents based on similarity measures. Various similarity 

measures have been applied on of textual contents for many different languages especially English, French etc. In this paper selective 

similarity measures are applied for similarity analysis considering their parameters which were found helpful according to the 

structure of Marathi language for text plagiarism detection. The first task was development of corpus as no standard corpus is 

available for Marathi language, second collection and normalization [conversion in same format] of data as numerous fonts are 

available. The collected data is converted to Unicode format standard UTF-8. Comparative analysis shows that sequence matcher is 

best similarity measure as compare to cosine similarity and Jaccard similarity.       

Keywords —Similarity measures, cosine similarity, sequence matcher, Jaccard similarity, plagiarism detection.     

I. INTRODUCTION
1
 

The plagiarism is a wide spread and growing problem in the 

academic process. Simi-larity has been a subject of great interest 

in human history since a long time ago. Plagiarism in a text 

document by observing similarities between it and other 

documents is called plagiarism detection[1].The measurement of 

similarity between different things is the important function of any 

information retrieval, data mining and plagiarism detection. There 

are a number of ways to compute similarity among various things. 

The majority of the current systems are only pattern discovery 

techniques based on basic similarity measures. The similarity 

measure is applied widely in many text applications which include 

classification and clustering [2]. In this paper we have used three 

similarity measures, first is sequence matcher this calculates the 

similarity ratio between two files. Secondly, cosine similarity is a 

measure taking the cosine of the angle between two vectors and 

third is Jaccard similarity deals with the similarity between the 

finite sets of sample which is regarded as the size of the 

intersection which is then divided by the size of the union of the 

sample sets [3].   

II. LITERATURE SURVEY 

Similarity measure is an important factor for plagiarism detection. 

This measure tells the degree of closeness or separation between a 

pair of objects. This literature survey covers different similarity 

measures we have studied in detail. The below description shows 

in brief various similarity measures studied. 

A.  Minkowski Distance 

This is generic form of metric distance calculation for 

multidimensional data. Thennorm Minkowski distance measure 

can be defined as the distance Dij between two parts i and j as, 

[4].                                                                                                                                      

B.   Manhattan distance 

The Manhattan is Minkowski distance at norm value of 1. It is the 

measure of Ab-solute difference between any two points. It is 

described as, [4] 
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C.  Euclidean distance 

The Minkowski distance at norm value of 2 is described as 

Euclidean distance. It is the most commonly used measure to 

determine distance between two points. It is described as [4]. 

 

 

 

 

D.  Chebyshev distance 

Minkowski distance is termed as Chebyshev distance. It 

represents the greatest dis-tance between two vectors along any 

coordinate dimension. It is shown in given for-mula [4]. 
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E.   Dice’s Coefficient 

Dice coefficient similarity measure is defined as twice the 

number of terms com-mon to compared entities/strings (nt) 

divided by the total number of terms in both tested strings [5]. 
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F.  Hamming distance 

Hamming distance measure is used for binary attributes. It is 

defined as the number of bits which differ between two binary 

strings [6]. 

G. Levenshtein Distance 

It is also referred to as edit distance and is a generalized form of 

hamming distance. The distance between two strings is given 

simply by the minimum edit operations needed to convert one 

string into the other. The edit operations are insertion, deletion, or 

substitution of a single character [7].       

Cosine similarity is a measure of similarity between two vectors 
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of an inner product space that measures the cosine of the angle 

between them [5].  

Jaccard similarity is computed as the number of shared terms over 

the number of all unique terms in both strings [8]. 

Matching Coefficient is a very simple vector based approach 

which simply counts the number of similar terms, on which both 

vectors are non-zero. 

Overlap coefficient is similar to the Dice's coefficient, but 

considers two strings a full match if one is a subset of the other. 

III. APPLIED MEASURES FOR COMPARATIVE 

STUDY 

As per now as no foolproof similarity measure have been tested 

on Marathi text, to start off with we selected following three 

measures as per our requirement.  

1. Sequence matcher is used for comparing pairs of sequences of 

any type [9]. 

 2. Jaccard similarity is computed as the number of shared terms 

over the number of all unique terms in both strings. 3.cosine 

similarity is used to measure similarity between two vectors of an 

inner product space that measures the cosine of the angle between 

them [10].  

To start with this section first provides the brief information on 

the database collected, then the measures applied and finally the 

comparative analysis is discussed in section 4. 

A.  Database description  

We have created the Marathi text database, which contains 20 

files for research article Marathi text files. From which 15 files for 

training database purpose and five text files for testing database.  

The Marathi text database manuscript is having minimum size of 

research article is 4 pages and maximum size is 7 pages available 

in the database. As many different fonts are used by Marathi 

writers eg. Shivaji font, kruti dev font, akrutidev Priya font, 

lekhani, Mangal, Aparajita font, Priya font. There is lot variation 

in the writing style of the fonts available thus before preparing 

database we normalize the data in one form that is Unicode format 

standard utf-8. This 1.29MB of information is available in the 

database in the format of word file for the further processing.  

B.  Sequence Matcher 

In the result of table1 we have taken 15 Marathi text 

documents for training. In that we compared 15 documents with 

all 15 documents. In result of table2 we have taken 15 Marathi 

text documents for training and five Marathi text documents for 

testing. In that we compared 5 documents with all 15 documents. 

We have calculated similarity ratio between two files using 

sequence matcher similarity measure.  

    Table1: sequence matcher results training files 

 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 
100.0 1.0920 0.4593 1.2125 0.4470 0.8173 2.4002 1.2722 1.9455 1.1806 1.1179 0.5711 0.7889 0.9914 1.2459 

2 
0.9678 100.0 0.9261 18.73 1.1948 1.5897 1.4169 0.8563 0.8005 1.4047 1.5300 0.9921 0.4778 0.9001 1.7299 

3 
0.3320 1.0675 100.0 1.7484 0.8180 0.9959 0.5277 1.7805 1.0926 0.8109 0.9126 0.3172 0.4304 1.4172 1.2814 

4 
0.7019 16.148 2.0206 100.0 1.4117 0.8635 0.9503 1.9295 1.4970 1.2350 1.8430 1.4414 0.4889 0.6397 1.0752 

5 
0.4806 1.3706 1.1964 1.1550 100.0 1.1325 0.5413 1.3950 1.0856 1.5842 1.9221 1.0206 1.1631 1.1575 0.4222 

6 
1.0275 1.0581 0.7590 0.7286 2.144 100.0 0.9034 1.2436 2.2815 1.9039 1.1699 1.0775 0.7357 1.5654 1.0785 

7 
1.7012 1.3431 0.9136 1.4454 1.0158 0.9327 100.0 1.2100 2.3195 1.1179 0.8442 0.6325 1.2195 1.4007 0.6344 

8 
1.6810 0.9668 1.4399 1.8815 0.7393 2.1656 2.0254 100.0 3.4184 1.4544 1.4779 1.4642 1.4048 2.0826 1.8089 

9 
1.7259 1.3471 0.6806 1.3413 1.0278 1.0263 1.0513 2.3929 100.0 1.4251 1.8241 1.3239 0.9630 2.6219 1.6319 

10 
1.3089 1.6934 0.4445 1.4037 1.2673 1.3439 0.7210 0.7026 0.6669 100.0 1.1449 0.8843 1.1359 1.2367 1.5858 

11 
1.0340 2.0021 1.4984 1.4225 1.9819 1.3553 0.7898 2.4343 2.3453 1.0282 100.0 0.9741 0.9640 2.1050 1.6414 

12 
1.5760 1.8867 0.8150 2.7956 1.0206 1.5227 0.7219 1.9254 1.7921 1.1644 1.7200 100.0 0.4402 1.5508 1.6206 

13 
1.0895 1.3693 0.9685 1.6001 2.0252 2.4372 1.6892 0.8966 2.1799 1.8356 1.7414 0.8097 100.0 1.9229 1.2581 

14 
1.4272 1.4804 0.8954 0.9241 1.5480 1.1908 1.5079 2.0979 1.8368 2.2200 1.6681 1.1169 1.0765 100.0 0.8955 

15 
0.5888 1.5888 1.2474 1.2552 1.2564 0.6940 0.4719 1.7869 0.9506 1.7682 1.2395 0.8845 0.4638 1.4788 100.0 

Table2. Sequence matcher result training and testing files. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1.0518 1.7611 
1.809

8 
1.4843 

1.455

9 
1.9657 1.2814 2.2685 3.5791 2.3499 1.3978 1.1183 1.0639 1.4745 1.0920 

2 1.4913 1.9123 
1.144

9 
1.5342 

0.799

6 
1.0973 1.0453 1.0646 2.2042 3.5993 1.5546 1.6295 0.4482 1.7252 2.1788 
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3 1.3340 1.6893 
1.383

7 
1.4324 

1.888

5 
1.1477 1.1638 

1.9263

9 
0.5649 1.6835 2.0283 0.5068 0.9251 1.8510 1.6928 

4 0.4811 0.9423 
0.840

9 
2.0754 1.714 1.7196 2.0644 0.9196 2.4055 2.8019 1.7452 1.8615 0.8014 1.3929 1.5889 

5 0.9708 1.7134 
0.338

4 
1.3510 

0.543

2 
1.0984 1.9302 2.0710 1.3090 2.7158 1.0870 1.5645 1.5239 3.6214 1.8614 

C.  Jaccard similarity 

In the result of table3 we have taken 15 Marathi text documents for training. In that we compared 15 documents with all 15 documents. In 

result of table4 we have taken 15Marathi text documents for training and five Marathi text documents for testing. In that we compared 5 

documents with all 15 documents. We can compute similarity between two documents by using given formula.  

 
Table3.Jaccard similarity result training files. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 
1.0 0.6416 0.6608 0.75 0.60377 

0.525

5 

0.880

4 
0.7938 

0.784

9 

0.596

3 

0.815

2 

0.565

5 
0.75 

0.795

6 

0.785

7 

2 
0.6416 1.0 0.7258 0.7982 0.5196 

0.770

9 

0.619

8 
0.6416 

0.615

3 

0.492

4 

0.637

9 

0.725

8 

0.628

3 

0.610

1 

0.721

7 

3 
0.6608 0.7258 1.0 0.7610 0.5080 

0.751

9 

0.652

1 
0.6608 

0.619

4 

0.515

8 

0.642

8 

0.747

8 

0.648

1 
0.6 

0.745

4 

4 
0.75 0.7982 0.7610 1.0 0.5614 

0.656

4 

0.707

5 
0.75 

0.673

0 

0.542

3 

0.699

0 

0.715

5 

0.724

4 

0.666

6 

0.794

1 

5 
0.6037 0.5196 0.5080 0.5614 1.0 

0.443

6 
0.625 0.6190 

0.670

1 

0.888

8 

0.715

7 

0.484

1 

0.670

2 

0.663

2 

0.644

2 

6 
0.5255 0.7709 0.7519 0.6564 0.4436 1.0 

0.552

2 
0.5597 

0.534

3 

0.451

3 

0.565

8 

0.765

6 

0.580

6 

0.541

9 

0.627

9 

7 
0.8804 0.6198 0.6521 0.7075 0.625 

0.552

2 
1.0 0.7653 

0.833

3 

0.616

8 

0.865

1 

0.623

9 

0.797

7 

0.844

4 

0.831

5 

8 
0.7938 0.6416 0.6608 0.75 0.6190 

0.559

7 

0.765

3 
1.0 

0.765

9 

0.611

1 

0.795

6 

0.605

0 

0.829

5 

0.757

8 

0.804

1 

9 
0.7849 0.6153 0.6194 0.6730 0.6701 

0.534

3 

0.833

3 
0.7659 1.0 

0.627

4 

0.915

6 

0.619

4 
0.8 

0.915

6 

0.815

2 

10 
0.5963 0.4924 0.5158 0.5423 0.8888 

0.451

3 

0.616

8 
0.6111 

0.627

4 
1.0 0.67 

0.469

2 

0.642

8 

0.621

3 

0.635

5 

11 
0.8152 0.6379 0.6428 0.6990 0.7157 

0.565

8 

0.865

1 
0.7956 

0.915

6 
0.67 1.0 

0.614

0 

0.855

4 

0.927

7 

0.846

1 

12 
0.5655 0.7258 0.7478 0.7155 0.4841 

0.765

6 

0.623

9 
0.6050 

0.619

4 

0.469

2 

0.614

0 
1.0 

0.633

0 

0.614

0 

0.699

1 

13 
0.75 0.6283 0.6481 0.7244 0.6702 

0.580

6 

0.797

7 
0.8295 0.8 

0.642

8 

0.855

4 

0.633

0 
1.0 

0.811

7 

0.820

2 

14 
0.7956 0.6101 0.6 0.6666 0.6632 

0.541

9 

0.844

4 
0.7578 

0.915

6 

0.621

3 

0.927

7 

0.614

0 

0.811

7 
1.0 

0.787

2 

15 
0.7857 0.7217 0.7454 0.7941 0.6442 

0.627

9 

0.831

5 
0.8041 

0.815

2 

0.635

5 

0.846

1 

0.699

1 

0.820

2 

0.787

2 
1.0 

Table4. Jaccard similarity result training and testing files. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 
0.7956 0.6666 0.6880 

0.732

6 

0.663

2 

0.590

5 

0.784

9 

0.835

1 

0.827

5 

0.621

3 
0.8604 0.6428 0.8554 0.7977 0.8461 

2 
0.8222 0.6120 0.6454 

0.686

2 

0.649

4 

0.542

6 

0.831

4 

0.782

6 

0.835

2 

0.623

7 
0.8915 0.5877 0.8414 0.8915 0.7741 

3 
0.5419 0.7578 0.7380 

0.653

5 

0.466

6 

0.809

1 

0.570

3 

0.578

1 

0.564

5 

0.453

2 
0.5725 0.7804 0.5882 0.56 0.6504 

4 
0.6875 0.6517 0.6574 

0.717

1 

0.628

8 

0.563

4 
0.75 

0.760

8 

0.770

1 

0.588

2 
0.7816 0.6728 0.7951 0.7415 0.8314 

5 
0.8043 0.6153 0.6339 

0.689

3 

0.670

1 

0.558

1 
0.875 

0.784

9 

0.903

6 

0.643

5 
0.9390 0.6339 0.8433 0.9156 0.8152 

 

D.  Cosine similarity 

Cosine similarity is a popular vector based similarity measure in text mining and Information retrieval. In this approach compared strings are 

transformed into vector space so that the Euclidean cosine rule can be used to calculate similarity. This approach is often paired with other 

approaches to limit the dimensionality of the vector space [11]. 
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In the result of table5 we have taken 15 Marathi text documents for training. In that we compared 15 documents with all 15 documents. In 

result of table6 

 We have taken 15Marathi text documents for training and five Marathi text documents for testing. In that we compared 5 documents with all 

15 documents. We can compute similarity between two documents by using given formula.  
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Table5. Cosine similarity result training files. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1.0 0.2558 0.2080 0.3098 0.2735 0.3229 0.5403 0.35947 0.2305 0.3007 0.3725 0.2394 0.2360 0.2931 
0.339

5 

2 0.2558 1.0 0.2951 0.7807 0.2163 0.3352 0.3072 0.2192 0.2035 0.2697 0.2677 0.3824 0.2093 0.1965 
0.332

6 

3 0.2080 0.2951 1.0 0.3190 0.1402 0.2501 0.2292 0.1864 0.1471 0.1634 0.1636 0.2610 0.1448 0.1159 
0.239

2 

4 0.3098 0.7807 0.3190 1.0 0.2212 0.4088 0.3656 0.2539 0.2192 0.3093 0.2847 0.3728 0.2218 0.2070 
0.357

8 

5 0.2735 0.2163 0.1402 0.2212 1.0 0.2313 0.3179 0.2316 0.3333 0.1811 0.2357 0.1296 0.2093 0.2229 
0.234

8 

6 0.3229 0.3352 0.2501 0.4088 0.2313 1.0 0.3998 0.2951 0.2221 0.3344 0.2632 0.3096 0.2720 0.2146 
0.311

6 

7 0.5403 0.3072 0.2292 0.3656 0.3179 0.3998 1.0 0.4003 0.2779 0.3697 0.3797 0.2947 0.2954 0.3237 
0.361

2 

8 0.3594 0.2192 0.1864 0.2539 0.2316 0.2951 0.4003 1.0 0.2779 0.3494 0.2680 0.2331 0.2863 0.2825 
0.247

2 

9 0.2305 0.2035 0.1471 0.2192 0.3333 0.2221 0.2779 0.2779 1.0 0.2887 0.2063 0.2049 0.2290 0.3043 
0.190

3 

10 0.3007 0.2697 0.1634 0.3093 0.1811 0.3344 0.3697 0.3494 0.2887 1.0 0.2745 0.2147 0.2763 0.2306 
0.295

8 

11 0.3725 0.2677 0.1636 0.2847 0.2357 0.2632 0.3797 0.2680 0.2063 0.2745 1.0 0.1675 0.2072 0.2732 
0.295

5 

12 0.2394 0.3824 0.2610 0.3728 0.1296 0.3096 0.2947 0.2331 0.2049 0.2147 0.1675 1.0 0.2025 0.1231 
0.253

1 

13 0.2360 0.2093 0.1448 0.2218 0.2093 0.2720 0.2954 0.2863 0.2290 0.2763 0.2072 0.2025 1.0 0.1709 
0.171

6 

14 0.2931 0.1965 0.1159 0.2070 0.2229 0.2146 0.3237 0.2825 0.3043 0.2306 0.2732 0.1231 0.1709 1.0 
0.232

2 

15 0.3395 0.3326 0.2392 0.3578 0.2348 0.3116 0.3612 0.2472 0.1903 0.2958 0.2955 0.2531 0.1716 0.2322 1.0 

Table6. Cosine similarity result training and testing files. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 0.2412 0.2440 0.1323 0.2643 0.2244 0.2928 0.2986 0.1918 0.1316 0.2362 0.2427 0.1358 0.1652 0.1825 0.2082 

2 0.3208 0.2449 0.1823 0.3157 0.2195 0.3415 0.3995 0.3539 0.2316 0.3346 0.2897 0.2352 0.2842 0.2165 0.2631 

3 0.1185 0.3184 0.1558 0.2875 0.1367 0.1947 0.1472 0.1004 0.1006 0.1247 0.1337 0.1928 0.1262 0.1049 0.1534 

4 0.2665 0.3449 0.3070 0.3863 0.1840 0.3582 0.3171 0.2332 0.1762 0.2198 0.2213 0.2948 0.2023 0.1539 0.2737 

5 0.2979 0.2141 0.1359 0.2233 0.2354 0.2232 0.3568 0.3099 0.1804 0.2408 0.2435 0.1444 0.1908 0.3344 0.2407 

 

 

IV. ANALYSIS 

Graph1. Comparative analysis of three different similarity 

measures. 
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Calculating similarity between words is a basic part of text 

similarity which is then used as a primary stage for sentence, 

paragraph and document similarities. Till now above similarity 

measures sequence matcher, Jaccard similarity, cosine similarity 

has not used to detect similarity in Marathi text. We have applied 

these similarity measures on Marathi text to detect plagiarism. 

Above graph1 shows the comparative analysis of three different 

similarity measures, in that we have taken Marathi text documents 

for training and testing. In that we compared one testing 

document with all 15 documents. We have computed similarity 

between two documents and by using sequence matcher the 

highest similarity is 3.5791 and lowest is 1.0518, in Jaccard 

similarity the highest similarity is 0.8554 and lowest is 0.5905 and 

in cosine similarity the highest similarity is 0.2986 and lowest is 

0.1323. From above comparative analysis we found Sequence 

matcher is best similarity measure as compare to cosine similarity 

and Jaccard similarity.    

 V.  CONCLUSION  

Text document Similarity is a process where two text documents 

are compared to find the Similarity between them. This paper 

covers the brief introduction of similarity measures and literature 

survey covers different similarity measures. We have taken 

Marathi text documents for training and testing. After that we 

have calculated similarity of documents by using three different 

similarity measures and in result we have been done comparative 

analysis for plagiarism detection from that we found Sequence 

matcher is best similarity measure as compare to cosine similarity 

and Jaccard similarity.    
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