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Abstract: Let G (V, E) be a connected graph.  A set S of vertices in a graph G = (V, E) is called a Dominating set of G if 

every vertex in V – S is adjacent to some vertex in S. The theory of Domination has been the nucleus of Research 

Activity in Graph Theory in recent times. This is largely due to a variety of new parameters that can be developed from 

the basic definition of domination. Matrix is a concise graph representation, but alone it can be insufficient. That is, 

without the proper ordering of matrix rows and columns, the underlying graph structure is not necessarily apparent. 

This paper aims at the study of new parameter of Domination matrices for connected graph G. 
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I. INTRODUCTION 

Let G = (V, E) be a simple graph of order p. For any v   

V(G), the neighborhood NG(v) (or simply N(v)) of v is the 

set of all vertices adjacent to   v in G.  A non – empty set  S 

⊆ V(G) of a graph G is a Dominating Set, if every vertex 

in V(G) – S is adjacent to atleast one vertex in S. A 

dominating set S ⊆ V is an Independent Dominating set if  

the induced subgraph <S> has no edges. The Independent 

Domination Number i(G) of a graph G is the minimum 

cardinality of an independent dominating set. A dominating 

set S ⊆ V is a Total Dominating set if  the induced 

subgraph <S> has no isolated vertices. The total domination 

number γt(G) of a graph G is the minimum cardinality of a 

total dominating set. This concept of total domination was 

introduced by Cockayne, Dawes and Hedetniemi in [1]. A 

clique dominating set was introduced by Cozzens and 

Kelleher [2]. A dominating set  S ⊆ V is a Clique 

Dominating set if  the induced subgraph <S> is a complete 

graph. The clique domination number γcl(G) of a graph G is 

the minimum cardinality of a clique dominating set. A  

dominating set S of a graph G is a Global Dominating Set 

if S is also a dominating set of G . The global domination 

number γg(G) is the minimum cardinality of a global 

dominating set of G. This concept was introduced by 

Sampathkumar [6]. Many real-world Engineering Systems 

are too complex to be defined in precise terms, and, in 

many matrix equations, some or all of the system 

parameters are vague or imprecise. Rather than literally 

drawing graphs, it can be visualized the corresponding 

graph called Adjacency Graph. The Adjacency matrix 

represents each graph edge with a single matrix element, as 

opposed to a draw line. Graph vertices, rather than being 

drawn explicitly, are implicitly represented as matrix rows 

and columns, not only for very large graphs, but also for 

smaller ones. This paper aims at the study of the above 

defined parameters of Domination matrices for connected 

graph G. 

II. PRELIMINARIES 

Definition 2.1.  Matrix is a rectangular array of numbers, 

symbols or expression arranged in rows and columns and 

usually it is denoted by capital letters.  

Definition 2.2.  Given a matrix A. The Submatrix is a 

matrix obtained from the matrix A by deleting some of the 

row(s) and/or column(s) of A. 

Definition 2.3.  A (0, 1) – matrix is an integer matrix in 

which each entry in the matrix is either ‘0’ or ‘1’. It is also 

called Relation matrix. 

Illustration 2.4. Consider the graph G as shown in Figure 

2.5. 

                  

       

      G ≅ 

 

 

 

Definition 2.6. Let G be a graph of order p then the 

Adjacency matrix A(G) is a p x p matrix with the row 

labeling V1, V2, …, Vp and the column labeling  V1, V2, …, 

Vp corresponding to the vertices v1, v2, …, vp  is given by 

aij=











otherwise 0;

j i if ; 

v and v   verticesebetween th edgean  is  thereif 1; ji

.  

aij denote the entries of the adjacency matrix in the i
th

 row 

and j
th

 column for all vi, vj   V(G). 

 

Example 2.7.   The Adjacency matrix of the graph G in 

Figure 2.5. is given below 
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Figure 2.5. 
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 A(G) =              













11101

11000

11101

10111

00011

10111

 

Remark 2.8.    

i. Adjacency matrix of a graph G is a symmetric 

matrix since the graph is an undirected graph. 

ii. Sum of the entries in a row(or a column) of the 

Adjacency matrix is equal to the degree of the 

corresponding vertex. 

Definition 2.9. Let G be a connected graph and V(G) = {v1, 

v2, …, vp} be the vertex set of the graph G. Let A(G) be the 

adjacency matrix of the graph G. There exist a row with 

label Vi in A(G) for all i = 1, 2, …, p. Then the Row 

operation on the Adjacency matrix is defined as follows 

 Let Vi and Vk be the two rows in the Adjacency matrix 

A(G) corresponding to the vertices vi and vk of the graph G. 

Then  

Vi ⊕ Vk = aij ⊕ akj = 













otherwise    1;

j k  (or)  j  i if   ;

0akj aijif   0;

          

for all 

j = 1, 2, …, p. 

Example 2.10. For the Adjacency matrix A(G) in Example 

2.7. row operations are illustrated as follows        

(i). If the Row operation V5 ⊕ V6 is performed 

then the corresponding entries are 

1 0 1 1     

(ii). If the Row operation V2 ⊕ V5 is performed 

then the corresponding entries are 

1        1 1   1 

(iii). If the Row operation V1 ⊕ V6 is performed 

then the corresponding entries are 

       1 1 1 1   

 

Remark 2.11. After performing the row operation the entry 

at the position of the column will be ‘–’ corresponding to 

the row labels included in the row operations. Hence after 

performing the row operations the number of entries with ‘–

’ are equal to the number of vertices included in the row 

operation. 

Theorem 2.12[5].  The vertices included in the finite 

number of row operations of an Adjacency matrix will 

denote a dominating set if and only if there is no zero entry 

after performing the row operations. 

Definition 2.13.  Let G be a connected graph and S be a 

dominating set of G. Domination matrix is a matrix with 

columns labels are the vertices in the set S and the row 

labels are the vertices in the complement of the set S. 

Domination matrix is a submatrix of the adjacency matrix 

with the given column and row labels. The domination 

matrix is denoted by DM(G).  

The domination matrix corresponding to the 

minimum dominating set will form a Minimum 

Domination matrix. It is denoted by DMγ(G).  

Remark 2.14. All the entries in the domination matrix are 

either ‘0’ or ‘1’, there is no ‘-’ entry since the labels in the 

rows and columns are different. 

Example 2.15.   In Example 2.10. the row operation (i) 

will not form a Dominating Set since there is a ‘0’ in the 

second position. 

In Example 2.10. the row operation (ii). form the 

Dominating Set and the corresponding Domination Matrix 

is given below. 

  DM1(G) =  

10

10

01

01

v
v
v
v

vv

6

4

3

1

52

 
In Example 2.10. the row operation (iii). form the 

Dominating set and the corresponding Domination Matrix 

is given below. 

  DM2(G) =  

10

11

11

01

v
v
v
v

vv

5

4

3

2

61

 

The dominating matrix DM1(G) and DM2(G) 

contains the minimum number of vertices. Therefore 

DM1(G) and DM2(G) are  minimum dominating matrices.  

Hence DMγ(G) = DM1(G) = DM2(G).    

 

III. MAIN RESULTS 

 
Definition 3.1: Let G be a connected graph, S be a 

dominating set of G and DM(G) be the  Domination 

matrix. The Induced Domination Matrix is the submatrix 

of the adjacency matrix  with the entries in the Dominating 

set S. It is denoted by <DM(G)>. 

Example 3.2:  In Example 2.10, the induced domination 

matrix <DM1(G)> is given by    

<DM1(G)> = 





0

0

v
v

vv

5

2

52

                          
In Example 2.10, the induced domination matrix 

<DM2(G)> is given by       

<DM2(G)> = 





1

1

v
v

vv

6

1

61
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Theorem 3.3:  A domination matrix of a graph G is an 

Independent domination matrix if and only if in  the 

induced domination matrix all the entries are either ‘0’ or ‘-

’ in all the rows. 

Proof.  Let G be a connected graph and S be an 

independent dominating set of G and <DMG> be the 

domination matrix of the set S.  If in <DM(G)> all the 

entries are either ‘0’ or ‘-’ in all the rows then it will 

represent that the induced subgraph <S> has no edges. By 

the definition, it follows that <DM(G)> will be an 

independent domination matrix. 

Conversely, assume that <DM(G)> be an 

independent domination matrix of the graph G. On the 

contrary, if there is atleast a ‘1’ in any one row then it will 

indicate that there is an edge in the induced dominating set 

S,  which is a contradiction. Hence the theorem follows.  

Remark 3.4. The independent domination matrix is 

denoted by IDM(G). The independent domination matrix 

which includes minimum number of entries in the column 

will form a Minimum independent Domination matrix. It 

is denoted by IDMγ(G).  

 In Example 3.1.  the induced domination matrix 

<DM1(G)> is an Independent Domination Matrix, since all 

the entries are either ‘0’ or ‘-’. Also IDMγ(G) = <DM1(G)>. 

Theorem 3.5:  A domination matrix of a graph G  is a 

clique domination matrix if and only if in  the induced 

domination matrix all the entries are either ‘1’ or ‘-’ in all 

the rows. 

Proof.  Let G be a connected graph and S be a clique 

dominating set of G.  If in  the induced domination matrix 

<DM(G)> of the set S, all the entries are either ‘1’ or ‘-’ in 

all the rows then it will represent that the induced subgraph 

<S> is a complete graph. By the definition, it follows that 

<DM(G)> will be a clique domination matrix. 

Conversely, assume that <DM(G)> be a clique 

domination matrix of the graph G. On the contrary, if there 

is atleast a ‘0’ in any one row then it will indicate that there 

is not an edge in the induced dominating set S,  which is a 

contradiction. Hence the theorem follows.  

Remark 3.6. The clique domination matrix is denoted by 

CDM(G). The clique domination matrix which includes 

minimum number of entries in the column will form a 

Minimum Clique Domination matrix. It is denoted by 

CDMγ(G).  

 In Example 3.1.  the induced domination matrix 

<DM2(G)> is a Clique Domination Matrix, since all the 

entries are either ‘1’ or ‘-’. Also CDMγ(G) = <DM2(G)>. 

Theorem 3.7:  A domination matrix of a graph G is a 

Total domination matrix if and only if in  the induced 

domination matrix there is atleast a ‘1’ in all the rows. 

Proof.  Let G be a connected graph and S be a Total 

dominating set of G.  If in  the induced domination matrix 

<DM(G)> of the set S, there is atleast a ‘1’ in all the rows 

then it will represent that the induced subgraph <S> has no 

isolated vertex. By the definition, it follows that <DM(G)> 

will be a total domination matrix. 

Conversely, assume that <DM(G)> be a total 

domination matrix of the graph G. On the contrary, if there 

is atleast one row with all the entries to be ‘0’, then it will 

indicate that there is  an isolated vertex in the induced 

dominating set S,  which is a contradiction. Hence the 

theorem follows.  

Example 3.8: Consider the Graph G1,  

               

G1 ≅  

 

 

 

 

Adjacency matrix of the graph G1 is  

A(G1) =  















110000

101001

101100

011001

001010

000011

010101

v
v
v
v
v
v
v

vvvvvvv

7

6

5

4

3

2

1

7654321

 

For the Adjacency matrix A(G1) row operations are 

illustrated as follows        

(i). If the Row operation V2 ⊕ V4 ⊕ V6 is 

performed then the corresponding entries are 

1   1   1   1 

(ii). If the Row operation V2⊕V3⊕V5⊕V7 is 

performed then the corresponding entries are 

1     1   1   

The Domination Matrix corresponding to the row 

operations (i) and (ii) for the graph G1  are  

   DM1(G1) = 

100V7

010V5

001V3

111V1

V6V4V2

  

   DM2(G1) = 

1000V6

0100V4

0001V1

V7V5V3V2

 

The induced domination matrix <DM1(G1)> and 

<DM2(G1)> are <DM1(G1)> = 







10V6

10V4

00V2

V6V4V2

 

Figure 3.9. 
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<DM2(G1)> = 









100

110

011

001

v
v
v
v

vvvv

7

5

3

2

7532

 

The induced domination matrix <DM1(G1)> is not 

a total dominating matrix, since all the entries in the first 

row is zero. That is, the vertex v2 is an isolated vertex.  

The induced domination matrix <DM2(G1)> is a 

total dominating matrix, since there is no row with all the 

entries to be zero. That is, there is no isolated vertex in 

DM2(G1). 

Remark 3.10. The clique domination matrix is denoted by 

CDM(G). The clique domination matrix which includes 

minimum number of entries in the column will form a 

Minimum Clique Domination matrix. It is denoted by 

CDMγ(G).  

 In Example 3.9.  the induced domination matrix 

<DM2(G)> is a Clique Domination Matrix, since all the 

entries are either ‘1’ or ‘-’. Also CDMγ(G) = <DM2(G)>. 

Definition 3.11: Adjacency matrix of the complement of 

the graph G that is, G is obtained by replacing the entries 

‘0’ by ‘1’ and ‘1’ by ‘0’. 

 

Example 3.12:  

G    ≅ 

 

 

The Adjacency matrix of the graph G  is  

                         V1      V2       V3     V4      V5  V6 

A( G ) =       













00010

00111

00010

01000

11100

01000

 

 
 

The graph G  is connected since all the rows and 

columns contains atleast a ‘1’. 

Theorem 3.13: A domination matrix of a graph G is a 

Global domination matrix if and only if in the  domination 

matrix there is atleast a ‘1’ as well as a ‘0’ in all the rows. 

Proof.  Let G be a connected graph and S be a Global 

dominating set of G. Let G  be the complement of the 

graph G. Let DM(G) be the domination matrix 

corresponding to the set of the graph G. If in DM(G) there 

is atleast a ‘1’ in all the rows then it will represent that S is 

a Dominating set of the graph G. If in addition, there is 

atleast a ‘0’ in all the rows then it will represent that DM(G) 

is a Dominating set of the complement graph G . By the 

definition, it follows that DM(G) will be a global 

domination matrix. 

Conversely, assume that DM(G) be a global 

domination matrix of the graph G. On the contrary, if there 

is atleast one row with all the entries to be ‘0’, then it will 

indicate that S is not a dominating set of G ,  which is a 

contradiction. If in addition, there is atleast one row with all 

the entries to be ‘1’, then it will indicate that S is not a 

dominating set of G,  which is again a  contradiction. Hence 

the theorem follows.  

Illustration 3.14: For the Adjacency matrix A( G ) in 

Example 3.12., the row operations are as follows        

(i). If the Row operation V2 ⊕ V5 is performed 

then the corresponding entries are 

1        1 1   1 

The Dominating Set and the corresponding Domination 

Matrix of the graph G  is given below. 

  DM1( G ) =  

01

01

10

10

v
v
v
v

vv

6

4

3

1

52

 
Remark 3.15. The global domination matrix is denoted by 

GDM(G). The global domination matrix which includes 

minimum number of entries in the column will form a 

Minimum Global Domination matrix. It is denoted by 

GDMγ(G).  

 In Illustration 3.14.  the domination matrix DM1( G ) is a 

Global Domination Matrix. Also, GDMγ(G) = DM1( G ). 

Note 3.16. If a domination matrix DM(G) is a  global 

domination matrix then its complement DM( G ) will also 

be a global domination matrix since, if there is atleast a ‘1’ 

and ‘0’ in all the rows of G will indicate that there is atleast 

a ‘0’ and a ‘1’ in all the rows of G .  

 Therefore the domination matrix DM1(G) in Example 

2.15, is a global domination matrix. 

IV. CONCLUSION 

Thus the different types of Domination matrices namely 

Independent Domination Matrix, Clique Domination 

Matrix, Total Domination Matrix and Global Domination 

Matrix are established. Further determining the Inverse 

Domination Matrix and Degree Equitable Domination 

Matrix are the future work.  
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